
   
 
Comments on Draft of the NIST Digital Identity Guidelines, Special Publication 800-63-4  
 
April 14, 2023 
 
To the National Institute of Standards and Technology:  

Strengthening normative and informative guidance on advancing equity and managing risks in 
digital identity systems 

We are writing on behalf of the Institute for Law, Innovation & Technology (iLIT), Temple 
University, Beasley School of Law1 and the Digital Welfare State & Human Rights Project, Center 
for Human Rights and Global Justice (CHRGJ), NYU School of Law.2  
We appreciate the opportunity to provide comments on the draft Digital Identity Guidelines. 
Revision 4 reflects essential improvements that recognize the profound impact that digital identity 
systems may have on equity and mission delivery. Given the potential for these Guidelines to 
shape public services, we especially welcome the explicit commitment, stated by NIST during the 
Digital Identity Guidelines Webinar Series and reflected in provisions across all four volumes, to 
deepen engagement with diverse groups of stakeholders. To truly foster equity, this should 
include direct consultation with poor and marginalized communities, as well civil society and 
independent experts working on issues such as, inter alia, migrants’ rights, fair housing, access 
to healthcare, access to social security, and non-discrimination. 
As digital identity ecosystems grow increasingly complex, the needs and vulnerabilities of different 
communities will constantly evolve. NIST has the opportunity to play a vital role in ensuring that 
equity remains a priority in this dynamic environment. We therefore strongly encourage NIST to 
ensure that this version of the Guidelines, as well as further revisions and associated 
implementation resources, reflect the highest possible standards for the protection of human 
rights in the digital age.3 
Looking beyond the role that NIST shall play in technical standard setting, there is an urgent need 
for increased transparency and learning across digital identity providers and users. Therefore, we 
encourage NIST to use the resources and expertise at its disposal to proactively identify emerging 
risks and to invest in research that goes beyond technical system design, exploring the disparate 
impacts that digital identity systems may have in real-world contexts.4 NIST could play a 
significant role in disseminating information about such risks, ideally through public, easily 

                                                 
1 The Temple University Institute for Law , Innovation & Technology (iLIT) is a collaborative research, policy and advocacy hub driven 
to ensure that the f ield of digital technology bridges existing divides, remedies the systemic under-representation of minorities and 
other marginalized peoples, and innovates in w ays that clearly advance the broad, global, public interest. iLIT w as founded at Temple 
Law  School in 2022 and its initial core programs engage w ith issue areas that w ill drive the future of social justice, global solidarity, 
and human and civil rights: accountability in public interest technology, international cybernorms, and digital surveillance. 
2 The Digital Welfare State and Human Rights Project at the Center for Human Rights & Global Justice at New  York University School 
of Law  investigates the w ays in w hich digital government transformation initiatives, and particularly the application of digital 
technologies to systems of social protection and assistance, are affecting human rights. 
3 The Digital Identity Guidelines should therefore be aligned w ith efforts to define rights in the digital age. In the United States, this 
includes initiatives such as the White House OSTP Blueprint for an AI Bill of Rights, see https://www.whitehouse.gov/wp-
content/uploads/2022/10/Blueprint-for-an-AI-Bill-of-Rights.pdf.  
4 Equity concerns must be central to evaluations of digital identity and remote identif ication systems, for instance in ongoing efforts 
such as the Equity Study on Remote Identity Proofing led by the General Services Administration (GSA):  
https://www.federalregister.gov/documents/2022/09/20/2022-20249/information-collection-gsa-equity-study-on-remote-identity-
proofing.  

https://law.temple.edu/ilit/
https://chrgj.org/focus-areas/technology/
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accessible resources,5 to help ensure that digital identity systems are transparent and 
accountable. NIST could also play an important role in providing resources that assist agencies 
in assessing equity considerations, such as providing resources about impact assessment 
techniques and best practices in consultation, to avoid agencies needing to reinvent the wheel. 
To achieve the goal of advancing equity and to strengthen the normative and informative guidance 
in Revision 4, we provide suggestions that aim to: a) clarify and enhance key definitions relied on 
in the guidance (Section 1); b) strengthen guidance on equity risks and highlight specific technical 
concerns about the management of digital identity, and particularly the use of biometrics, in 
Enrollment and Identity Proofing (Section 2), Authentication and Lifecycle Management (Section 
3), and Federated Identity Systems (Section 4); c) make practical suggestions for assessing, 
managing and monitoring equity risks throughout the digital identity cycle (Section 5); and d) 
strengthen guidance on access to appropriate remedies and redress (Section 6).  
In formulating these comments, we have drawn on examples from many other countries and 
contexts. After all, these Guidelines have the potential to set a new standard for the protection of 
rights not just in U.S. federal agencies, but for many actors in digital identity ecosystems around 
the world who use NIST publications as a reference point and source of legitimization.6 Therefore, 
we believe that NIST should seize the opportunity to learn from the experience of governments 
and organizations who have experimented with digital identity systems around the world. Drawing 
on this evidence base will ensure that the Guidelines accurately identify some of the most acute 
risks of harm, particularly for those who are already experiencing marginalization and 
discrimination, and provide actionable guidance to ensure that digital identity systems fulfill the 
central goal of advancing equity. 

 
Suggestions and Comments  

 
* These suggestions and comments have also been shared in duplicate using the comment template provided.  

 
1. Clarify and expand key definitions and issues addressed across the Guidelines  

The risk management framework outlined across the four volumes of SP 800-63-4 relies on the 
definition of the ‘overall user population’ in scope, as well as a definition of ‘equity’. The below 
suggestions aim to ensure that language is comprehensive and inclusive, and that sufficient 
informative guidance is given to allow for operational decisions that advance equity.  

a. Ensure that language in the Guidelines aligns with the proper normative and legal 
frameworks that invoke relevant equity protections 

Suggested change: Adjust language referencing “consumers” to “persons” or “users” (SP 
800-63-4 Lines 148, 155, 353; SP 800-63-4-A Lines 151, 158; SP 800-63-4-B, Lines 146, 
153; SP 800-63-4-C Lines 144, 151) 

While SP 800-63-4 may be used by private sector entities, the primary audience is 
understood to be federal agencies delivering missions in the public interest. References 
to “consumers” within the Guidelines reflects a commercial, transactional relationship that 

                                                 
5 For instance, in the European Union, the latest proposals from the EU Parliament for a coordinated approach to digital identity call 
for the creation of a Digital Identity Board that w ould play an oversight and coordination role, 
https://www.europarl.europa.eu/legislative-train/spotlight-JD22/file-eid.  
6 NIST Guidelines and standards are regularly cited by international and national bodies, see, e.g., https://www.fatf-
gafi.org/en/publications/f inancialinclusionandnpoissues/documents/digital-identity-guidance.html. Private companies also use NIST 
guidance as a legitimizing force in the marketing of their digital identity products.  
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does not align with heightened obligations that fall on government agencies delivering 
essential public services including welfare, education, and healthcare.7 This may include 
an obligation to “do no harm;” obligations to ensure accountability and transparency; and 
obligations to ensure equal treatment and non-discrimination. This does not preclude the 
protection of consumer rights, including those enumerated under Executive Order 1368; 
however, the rights held by individual persons affected by digital identity systems are much 
broader, and this should be reflected consistently throughout the Guidelines.  

b. Provide further informative guidance on defining user populations, especially in the 
context of federated digital identity models 

Suggested change: Expand guidance on defining the “overall user population.” Clarify that 
in defining the user population for assessing equity risks, the CSP should consider “groups 
of users within the population whose shared characteristics may cause them to be subject 
or vulnerable to inequitable access, treatment, or outcomes when using that service.” 
Further provide guidance that in considering mitigations, any mitigations that result in 
significant burdens being placed disproportionately on marginalized groups may still give 
rise to equity concerns, and that the appropriate mitigation may be to reconsider the initial 
assurance level selected to adopt less onerous requirements. (SP 800-63-4 Lines 929–
39; SP 800-63-4-A Lines 1713–14; SP 800-63-4-B, Lines 2446; SP 800-63-4-C Line 
2084). 

The definition of the initial user population, as well as identification of sub-groups within 
this population who may be particularly vulnerable to inequities, is crucial to the success 
of the risk management framework. If this population is defined too narrowly, or the agency 
chooses to focus on the wrong subset of individuals, then the risk management process 
will fail. NIST should encourage agencies to broadly define this population as all who may 
be vulnerable to inequities. Agencies should also be obligated to take notice of emerging 
patterns of inequities and vulnerabilities, which may not always map cleanly onto existing 
patterns of historical marginalization or social exclusion.  

c. Provide further informative guidance on the definition of equity as it applies to 
digital ID systems  

Suggested change: Clarify the stakes of equity considerations by stating that it is the 
person’s ability to be fully included in digital and part-digital services. (SP 800-63-4 Lines 
554–586). Add informative guidance that equity considerations relate not only to the 
exacerbation of inequities for historically marginalized and underserved groups, but that 
challenges related to digital access can also create new inequities and new cycles of 
exclusion for undefined groups, including, inter alia, those with low digital literacy,8 those 
without reliable access to the internet, and those who choose to opt-out of using certain 
forms of biometric authentication (SP 800-63-4 Lines 570–573). The category of those 
who are “otherwise adversely affected by persistent poverty or inequality” (SP 800-63-4 
Line 562) should therefore be further expanded and detailed to specifically name 
vulnerabilities, including explicitly specifying those who are non-citizens. 

                                                 
7 See, e.g., U.S. Department of Health and Human Services (HHS), HHS Equity Action Plan, 
https://www.hhs.gov/sites/default/files/hhs-equity-action-plan.pdf; Rikke Frank Jørgensen, Data and rights in the digital welfare state: 
the case of Denmark, INFORMATION, COMMUNICATION & SOCIETY 1, 10–11 (2021), available at 
https://www.tandfonline.com/doi/full/10.1080/1369118X.2021.1934069. 
8 European Economic and Social Committee, Opinion on European Digital Identity, EESC 2021/02756.  
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Some marginalized groups and individuals have genuine safety concerns about 
participating in any form of digital identity system, and agencies should be encouraged to 
consider the extensive impacts that inequitable access can have on different aspects of 
rights.9 For instance, non-citizens, including asylum seekers and refugees, suffer extreme 
vulnerabilities in accessing government benefits they are entitled to receive. These 
vulnerabilities are often exacerbated by the establishment of digital identity systems to 
deliver those vital benefits. Yet, non-citizens are not identified by name in the definition of 
equity. Executive Order 14012 of February 2, 2021, on Restoring Faith in Our Legal 
Immigration Systems and Strengthening Integration and Inclusion Efforts for New 
Americans, specifically calls for the elimination of “sources of fear and other barriers that 
prevent immigrants from accessing government services available to them.”10 The 
omission of non-citizens, including asylum-seekers and refugees, as well as new 
Americans, fails to give effect to this commitment.  

d. Clarify and expand definition of “failure” and “digital identity risks” within the initial 
impact assessment 

Suggested change: Clearly define what a “failure of each function in the identity system” 
means (SP 800-63-4 Lines 930, 967, 977, etc). Provide more guidance that “failure” 
should be understood as more than a technical failure or a failure of proofing or 
authentication. At Lines 924–927, a definition of risk and clear examples of potential harms 
should be provided, and organizations should be encouraged to consider all of the 
possible impacts of each function in the identity system. 

Despite the fact that the “adverse impacts of failures in identity proofing, authentication, 
and federation” are the sole source of risks covered in the risk management process, 
these failures are not clearly defined. Even if an individual does not experience a failure 
in proofing or authentication, for instance, these processes might nonetheless be 
experienced as very burdensome and may discourage certain groups from accessing 
services. A definition of risk should therefore be provided within the risk management 
framework, which should encourage organizations to look beyond questions of 
technological failures. For instance, an attempt at identity proofing which took over an hour 
might not represent a failure of the proofing process, but could be considered a failure 
against the goals and objectives of the digital identity system. 

e. Improve the integration of equity concerns in the initial xAL process 

Suggested change: Equity should be mainstreamed into the initial xAL process rather than 
concentrated within the tailoring process, with equity explicitly referenced and discussed 
throughout Section 5 and not only at Section 5.3.1 of SP 800-63-4. Section 5 should clarify 
that equity impacts shall inform each step in the selection process, including the initial 
selection of the assurance level. Organizations should not be encouraged to undertake 
selections solely “based on cybersecurity risk and mission needs”; this current formulation 

                                                 
9 For instance, European Union regulations such as the Digital Services Act, encourage providers to take a much broader view  of 
the applicable “rights and legitimate interests of recipients of the services,” including international human rights standards. 
Regulation (EU) 2022/2065 of the European Parliament and of the Council of 19 October 2022 on a Single Market For Digital 
Services and amending Directive 2000/31/EC (Digital Services Act) at para. 47.  
10 See Executive Order EO 14012 of February 2, 2021: Restoring Faith in Our Legal Immigration Systems and Strengthening 
Integration and Inclusion Efforts for New  Americans, available at https://www.whitehouse.gov/briefing-room/presidential-
actions/2021/02/02/executive-order-restoring-faith-in-our-legal-immigration-systems-and-strengthening-integration-and-inclusion-
efforts-for-new-americans/. 
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emphasizes cybersecurity and mission needs as the main consideration (i.e. Line 1180) 
and situates equity as an afterthought. 

Equity considerations should guide organizations’ initial impact assessment process—
understanding impacts necessitates an understanding of how impacts are distributed and 
whether there are differences in different groups’ experiences. Section 5.1.1 (“Identify 
Impacted Entities”) currently inadequately addresses these questions. Section 5.1.1 
should encourage organizations to identify which groups are most affected, assessing and 
documenting whether marginalized and historically underserved groups suffer 
disproportionate impacts from anticipated failures and risks. 

Similarly, Section 5.1.2 (“Identifying Impact Categories and Potential Harms”) should 
include a specific reference to the harms felt by marginalized communities. Currently, the 
harms to individuals unable to access government services are encompassed in “damage 
to mission delivery” (Line 1070), but the harm involved when individuals are unable to 
access government services should be treated as a category of its own. 

The selection of assurance levels is the key stage during which organizations’ choices 
about identity proofing and authentication create risks of exclusions and harms. If 
assurance levels are set too high, this creates additional barriers to access and will be a 
key mechanism through which marginalized populations will be more likely to be excluded 
and unable to access key services. Selecting IAL3 and AAL3, for example, requires 
individuals to submit to a more rigorous identity proofing process and more burdensome 
authentication requirements each time they access the service. Each assurance level 
heightens data requirements that will likely act as further obstacles for certain populations. 
While we welcome the comment that “if a failure to enroll a legitimate applicant could lead 
to excessive harm, organizations should assess whether lower-assurance identity 
proofing processes would be appropriate” (Line 1287), we encourage NIST to treat this as 
a primary part of the entire xAL selection process, and not as a secondary mitigation or 
tailoring technique. 

f. Recognize the limits of optionality and choice throughout the Guidelines 

Suggested change: Emphasize that providing for optionality and choice is important (SP 
800-63-4 Lines 148–155), but not sufficient to mitigate the risks of harm which arise from 
higher assurance levels. Entities should carefully consider opting for a high IAL or AAL 
while providing for alternate options, as this approach does not completely mitigate the 
barriers which result from the increased proofing and authentication burdens. Entities 
should be encouraged to determine and apply the “least restrictive means necessary 
for proofing and authentication” to balance the equity risks presented by such barriers 
and exclusionary effects with security risks. 

The current emphasis on “optionality and choice,” including supporting “multiple 
authenticator options to address diverse consumer needs,” for example, is an important 
step to advance equity, reduce some risks of exclusion, and minimize frictions that result 
from limited options. But optionality should not obscure the importance of minimizing 
barriers in the first place. The crucial determinant of the barriers and exclusion caused 
through proofing and authentication is the level of assurance selected. If proofing or 
authentication assurance for a service is set at a high level, this will create barriers to 
access. The onus should therefore be on the organization to determine the least invasive 
means necessary for proofing and authentication. 
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g. Do not assume the finality and totality of the shift to online services and ensure that 
physical options are integrated into the Guidelines on an equal basis 

Suggested changes: Delete the reference to “blur” between virtual and physical worlds in 
SP 800-63-4 Line 351. Add clearer language that emphasizes the equity benefits of in-
person, offline support. Include physical assets and trained in-person personnel, 
alternative in-person offline identity proofing and authentication options, and similar 
“physical world” components as foundational, permanent, valid options for establishing 
and asserting identity and among the mitigation measures that should be integrated in risk 
assessment impact analysis. Add a requirement that “Entities SHOULD research and 
consider how the use of offline or alternative identity proofing and authentication 
support (including in federated systems) can be integrated into digital identity 
systems, including how these features of the broader identity documentation 
ecosystem can mitigate identified risks, particularly risks to individual users, taking 
into account their specific and diverse needs.” 

The Guidelines make infrequent reference to physical structures and in-person activities, 
although in practice these components significantly impact the equitability of a digital 
identity system. The existence of a digital identity system independent of the physical 
world is not inevitable. We lack empirical evidence suggesting that the need for physical 
structures and in-person support to users of digital identity systems will wane in the near 
future, yet the Guidelines make oblique statements about the physical world without 
acknowledging that the persistent need for physical assets should be a planned-for 
eventuality and be incorporated throughout the Guidelines (see further below at 2(a) and 
3(f)). 

The need to retain in-person channels within digital identity systems has been recognized 
in many contexts. For example, in the European Union, which is currently considering a 
new digital identity regulation (eIDAS 2.0), independent experts are calling for strong non-
discrimination protections to recognize and respect the rights of EU citizens and residents 
who do not wish to use the online digital identity model and would prefer to exercise their 
rights and receive entitlements through alternative avenues.11 The European Parliament 
adopted this position in its most recent proposal in the negotiations, affirming that “[u]sing 
the EU wallet will always be voluntary. MEPs also want to ensure that citizens who choose 
not to adopt it are not treated differently to those who do.”12 In the United States, amidst 
emerging evidence of exclusions arising from remote identity proofing services, the Office 
of Inspector General for the U.S. Postal Service (USPS) released a 2022 report on the 
potential role of the vast physical network of USPS locations throughout the country, 
including serving as “a fallback option for government customers who have failed remote 
identification verification or prefer in-person interaction.”13 Meanwhile, the White House 
OSTP Blueprint for an AI Bill of Rights calls for “mechanisms for human consideration and 
fallback, whether in-person, on paper, by phone” as an essential way of ensuring that 
services remain accessible.14 And in March 2023, Pennsylvania’s Department of Labor 
and Industry indefinitely extended a popular program offering unemployment 

                                                 
11 See Epicenter.w orks, European Digital Identity - A Potential Game Changer? February 1, 2023, available at 
https://en.epicenter.works/content/european-digital-identity-a-potential-game-changer.  
12 See EU Parliament, Press Release, MEPs back plans for an EU-w ide digital w allet, available at February 9, 2023, available at 
https://www.europarl.europa.eu/news/en/press-room/20230206IPR72110/meps-back-plans-for-an-eu-wide-digital-wallet. 
13 See Office of Inspector General, United States Postal Service, RISC Report, The Role of the Postal Service in Identity 
Verif ication, May 11, 2022, available at https://www.uspsoig.gov/sites/default/files/reports/2023-01/RISC-WP-22-006.pdf.  
14 White House Office of Science and Technology Policy (WHOSTP), Blueprint for an AI Bill of Rights, available at 
https://www.whitehouse.gov/wp-content/uploads/2022/10/Blueprint-for-an-AI-Bill-of-Rights.pdf, at p. 49.  
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compensation applicants in-person appointments, initially launched in May 2022. The 
program has served nearly 34,000 claimants during that time.15 

h. Incorporate equity enhancing guidance with a sector-specific approach, including 
“high-risk sector” guidance within the Digital Identity Risk Management process 

Suggested changes: Include a definition of “high-risk sector” for the purposes of digital 
identity models (SP 800-63-4, Section 5, Line 922 et seq.) within which individual users 
face heightened risks of harm. High-risk sectors are considered “critical” or “essential” 
where a disruption in service would result in injury to health, safety, security or economic 
well-being of individuals. 

The list of high-risk sectors may fluctuate based on external environmental, economic, 
social or political factors, and the Guidelines should reflect this reality. Lines 957–959 list 
several reasons why an organization might revisit certain steps in the risk management 
process, but do not reference user feedback or events, such as a pandemic, that would 
make access to specific organizational services within particular sectors (in this case 
health or labor, for instance) acutely needed. Guidance on the risk management process 
as a dynamic enterprise which can diverge from the “stepwise” approach should reference 
high-risk sectors, and the iterative process should explicitly incorporate user feedback and 
complaints (see below at 5(i)), aligned with guidance on consultation methodology and 
access to remedies (see below at 6), to assess the risks that are inherent to the sector or 
field of application for a digital identity system.  

Furthermore, following the initial impact assessment, analysis, and xAL selection, the 
Guidelines over rely on the Senior Agency Official for Privacy (SAOP) to identify and 
mitigate sector- or agency-specific risks dynamically (and only in relation to privacy risks, 
without consideration of the intersection between privacy and equity in many cases) (e.g. 
SP 800-63C-4 at Lines 1130–1133 and at Section 9.4), without differentiating the 
qualifications, approach, capacities, resourcing or documentation requirements for actors 
in these crucial roles in different sectors (like immigration, health or education). 

In federated systems, IdPs and RPs with a role in the immigration system specifically 
should be required to adhere strictly to anti-tracking and anti-profiling technical measures 
in SP 800-63C-4, Sections 5.5 and 6.2.5.2 (covering PPI). The Guidelines recognize the 
risk that IdPs and colluding RPs will build tracking profiles of subscribers, but the risks 
associated with tracking vary depending on the particularities of the sector. (See further 
below at 4.) 

In order to better integrate equity considerations into the digital identity risk management 
model (see Lines 204–05), an abundance of caution with respect to the application of 
digital identity models in specific sectors is warranted. A similar approach is currently 
under consideration in the EU’s proposed Artificial Intelligence (AI) Act, which classifies 
certain sectors and applications of AI tools as high risk,16 including in education and law 
enforcement. The Guidelines already make reference to heightened risk considerations 

                                                 
15 See Pennsylvania Office of Unemployment and Compensation, UC Connect, https://www.uc.pa.gov/Pages/UC-Appointment.aspx; 
https://www.wgal.com/article/pennsylvania-extends-program-that-offers-in-person-appointments-for-unemployment-
claimants/43352336.   
16 But see Ada Lovelace Institute, Expert Opinion of Lilian Edw ards on the AI Act, March 31, 2022, available at 
https://www.adalovelaceinstitute.org/wp-content/uploads/2022/03/Expert-opinion-Lilian-Edwards-Regulating-AI-in-Europe.pdf (noting 
the need to have strong fundamental rights risk assessment for all systems and to distribute equity and privacy measures based on 
the reality of the AI market in w hich systems are not “one off” products by created by many hands, many w ithout enterprise, legal or 
contractual relationships to one another). 
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for other purposes, for instance with respect to “high-risk actions” and the associated need 
for heightened assurance in identity proofing (SP 800-63A-4, Lines 371–72). While it is 
welcome that the Guidelines include normative guidance on the inclusion of individuals 
using the system within the consideration of “impacted entities” in initial impact analysis 
(Lines 988–89), leaving the assessment of the vulnerability of user populations to the sole 
discretion of agencies (see Line 930) is a missed opportunity to provide heightened 
protection for inherently vulnerable user populations such as immigrants or in sectors like 
social security and health that meet critical survival needs of user populations. Taking into 
account the benefits of a normative goal to scale the Guidelines to find wide application in 
federal agencies and other state, municipal, tribal and private entities, realizing this aim 
should not come at the expense of reckoning with the heightened vulnerability of user 
populations for specific service delivery sectors. 

2. Enhance the informative and normative guidance on potential equity concerns 
in Enrollment and Identity Proofing (800-63A-4) 

The informative and normative equity sections in each of the volumes are a critical reference point 
for identity providers to ensure that they are aware of the scope and type of risks associated with 
the use of digital identity in different contexts, and they can translate these risks into operational 
choices. While the Guidelines explicitly state that the list of potential inequities is non-exhaustive, 
a key contribution of these Guidelines should be to provide a state of the art perspective on 
potential risks. Recent experience with digital identity systems, both within the United States and 
globally, has provided a rich repository of evidence to draw upon.  

The next three sections therefore seek to enrich the Guidelines by providing examples and 
language about specific, evidenced risks. Many of the risks currently highlighted across the four 
volumes are heavily weighted toward accessibility issues. These accessibility issues are often 
driven by socioeconomic factors that are intersectional with race, ethnicity, immigration status, 
gender and other vulnerable or protected classifications (e.g., low/no network access; shared 
devices; loss of access: SP 800-63C-4, Section 11), as well as intellectual, developmental, 
learning or neurocognitive disabilities. This focus, however, is under-inclusive of equity 
considerations that stem from discriminatory patterns in how certain groups are already 
represented in or excluded from enrollment and/or authentication data in digital systems. This 
disparate treatment may bring equity in tension with security and anti-fraud measures for some 
populations, as high enrollment and proofing requirements will inevitably lead to exclusion. 

The identity proofing and enrollment process is therefore a key point during which individuals are 
at risk of being excluded from a service or harmed by a digital identity system.17 Some groups 
may not have the necessary identity documents; names may have been entered into systems in 
ways that lead to unsuccessful matching; facial image capture or fingerprint-scanning 
technologies do not work well for some groups; databases against which identity data is checked 
will reflect historic patterns of discrimination and marginalization. These risks fall 
disproportionately on people of color, immigrants, undocumented persons, low-income persons, 
people with disabilities, and older persons, among others.18 SP 800-63A-4 should therefore 
provide detailed normative and informative guidance to ensure that the equity risks associated 
with enrollment and identity proofing are considered and managed. 
                                                 
17 Ryan Burke, Mikey Dickerson, Lauren Lockw ood, Tara Daw son McGuinness, Marina Nitze, Ayushi Roy and Emily Wright-Moore, 
A Playbook For Improving Unemployment Insurance Delivery (New America, 2021), available at https://www.newamerica.org/new-
practice-lab/playbook/improve-unemployment/.  
18 Alyssa Levitz, Unemployment Insurance Modernization: Identity Proofing, US Digital Response (2021), available at: 
https://usdr.gitbook.io/unemployment-insurance-modernization/identity-proofing-vendor-comparison/identity-proofing-vendor-
comparison. 
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a. Ensure the accessibility and availability of alternative methods for proofing, 
including in-person identity proofing options. 

Suggested changes: In Section 4.3 of SP 800-63A-4, add a requirement that the CSP 
shall provide clear alternative methods for individuals who are unable to provide the 
physical or digital evidence outlined throughout Section 4.3. 

In-person identity proofing options must always be provided and must be meaningfully 
accessible to all. Beyond including in-person proofing as “possible mitigations” in Section 
10.3, the normative information in Section 4, SP 800-63A-4 should also require that 
organizations always maintain meaningful in-person options for identity proofing. 
Specifically, at Line 440, change “SHOULD” to “SHALL,” and at Line 444 add: 
“Organizations SHALL ensure that in-person, offline proofing channels remain 
available for individuals to verify their identity in a face-to-face interaction.” In 
Section 5.5.7 (In-Person Proofing Requirements), SP 800-63A-4 should emphasize that 
the suggested “remote interaction with the applicant, supervised by an operator” should 
not replace the option of face-to-face interaction. An in-person interaction should always 
be available, and those who choose to use in-person options should not be subject 
to differential treatment.  

People who live in poverty, people who are formerly incarcerated, immigrants, and people 
of color are less likely to have up-to-date forms of official ID. In any document verification 
step that may restrict access to government services, individuals should always be able 
to easily access an alternative method for proving their identity.19  

In particular, in-person options for enrollment and identity proofing processes are crucial 
to ensure that people who are unable to use digital remote options (e.g., people who have 
low levels of digital literacy, lack reliable access to the internet, etc.) are able to access 
services. As the Office of Inspector General of USPS notes, on-site in-person proofing can 
“provide a fallback option for government customers who have failed remote identification 
verification or prefer in-person interaction. It would also help vulnerable citizens with no or 
limited credit history, or without access to broadband Internet, verify their identity.”20  

The United Kingdom Government’s recent experience with a federated digital identity 
system provides a cautionary tale as to the importance of retaining in-person proofing 
options. Gov.Verify (known as “Verify”), the government’s now defunct flagship identity 
verification and authentication platform, allowed people to choose from a list of five identity 
providers (commercial organizations, such as a bank, or the Post Office) who would 
undertake identity proofing using a variety of evidence and methods. The Verify system 
was used by several government agencies, including by the welfare agency to provide 
LOA2 verification for online claims for unemployment benefits. Despite the options open 
to users, only 29% of welfare claimants were successful in creating an account.21 
Navigating the Verify system through an app or browser, entering personal information, 
finding the required documents, and successfully scanning the required documents, were 
often insurmountable obstacles; this was repeatedly seen as the most challenging step in 

                                                 
19 Alyssa Levitz, Unemployment Insurance Modernization: Identity Proofing, US Digital Response (2021), available at 
https://usdr.gitbook.io/unemployment-insurance-modernization/identity-proofing-vendor-comparison/identity-proofing-vendor-
comparison. 
20 Off ice of Inspector General, United States Postal Service, RISC Report, The Role of the Postal Service in Identity Verif ication, 
May 11, 2022, available at https://www.uspsoig.gov/sites/default/files/reports/2023-01/RISC-WP-22-006.pdf. 
21 UK House of Commons, Work and Pensions Committee, Universal Credit Project Assessment Reviews, Fifth Report of Session 
2017-19 (8 February 2018), available at https://publications.parliament.uk/pa/cm201719/cmselect/cmworpen/740/740.pdf. 
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the process of claiming welfare benefits and resulted in millions of claimants facing 
significant delays—thereby exacerbating inequities.22  

Systems relying on smartphone or computer usage and remote scanning of official 
documents will necessarily continue to exclude groups at the margins; this is a key risk 
which must be avoided in the introduction of remote verification systems in government 
programs. The Guidelines should therefore emphasize the need to retain in-person 
alternatives,23 and to ensure that those using in-person or physical alternatives are not 
subject to differential treatment.  

b. Expand requirements for Trusted Referees to include accessibility and timeliness, 
as well as explicit equity provisions and allowances for in-person options 

Suggested changes: At 800-63A-4, Line 994, add: “CSPs SHALL provide the option for 
the use of trusted referees for remote and in-person identity proofing at IALs 1 and 2.” 
Add a requirement that “The CSP shall ensure that trusted referees, when offered, are 
accessible to the public, and that there are accessible, in-person options for 
Trusted Referees.”  

At 800-63A-4, Line 1774, add: “Reliance on Trusted Referees and Applicant 
references must be accessible without undue delays.” 

If the Trusted Referee system is to adequately address equity concerns, then it needs to 
be accessible. Many of the same equity concerns that will affect enrollment and identity 
proofing may lead to exclusion through the Trusted Referee system—for instance, 
requiring individuals seeking recourse to Trusted Referees to use a smartphone and selfie 
camera function and have access to reliable internet will create risks of exclusions among 
groups who lack internet access or who do no have a smartphone. Ensuring the availability 
of in-person options for Trusted Referees can help ensure that those impacted by the 
digital divide are still able to access services offered by the CSP.  

Delays in accessing Trusted Referees may also lead to significant harm, leaving 
individuals without access to crucial services while they wait. Reports have emerged that, 
in many U.S. states that had contracted with ID.me to provide identity verification services 
for unemployment insurance applications, applicants were left waiting days and, in some 
instances, weeks to have their identity verified through Trusted Referees.24 This caused 
delays to unemployment insurance applications, leaving people without crucial income. 
Some states moved away from using the technology after it was clear that it was slowing 
down the distribution of benefits to eligible residents.25 Trusted Referee services must 
therefore be accessible without undue delays. 

                                                 
22 Rebecca Jeffrey, Making a Universal Credit claim (Citizens Advice, 2018), available at 
https://www.citizensadvice.org.uk/Global/CitizensAdvice/welfare%20publications/Making%20a%20Universal%20Credit%20claim%2
02018%20-%20final.pdf. 
23 Jennifer Wagner and Genevieve Gaudet, Removing Barriers to Access From Remote Identity Proofing (Center on Budget and 
Policy Priorities, 2020), available at https://www.cbpp.org/research/health/removing-barriers-to-access-from-remote-identity-
proofing. 
24 EPIC, et al., ‘A Call To Federal and State Agencies To End the Use of ID.me and Other Facial Recognition Identity Verif ication 
Services,’ February 14, 2022, available at https://epic.org/wp-content/uploads/2022/02/Coalition-Letter-ID.me-and-Face-Verification-
Feb2022.pdf; see also Todd Feathers, Facial Recognition Failures Are Locking People Out of Unemployment Systems, Vice, (June 
18, 2021), available at https://www.vice.com/en/article/5dbywn/facial-recognition-failures-are-locking-people-out-of-unemployment-
systems. 
25 Matt Murphy, “Unemployment system w ill move aw ay from facial recognition,” WBUR, February 25, 2022, available at 
https://www.wbur.org/news/2022/02/25/unemployment-system-facial-recognition. 
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c. Provide more information, including any successful examples, of the use of 
applicant references. 

Suggested changes: Include additional guidance in SP 800-63A-4, Section 5.1.9.2 about 
possible requirements and standards that should be in place, to provide more information 
to CSPs as they establish their written policies and procedures for the use of applicant 
references. In Section 5.1.9, include successful examples of the implementation of 
applicant reference systems, to provide a clearer sense of how these systems should be 
designed and implemented. NIST should also continue to monitor examples of 
experimental applicant reference systems to distill lessons learned. 

In the UK, a “vouch” system is in place whereby a declaration from someone who knows 
the individual can be accepted as proof of a user’s identity.26 The UK Government Digital 
Service published specific guidance in 2020 on how this “vouch” can be accepted as 
evidence of identity, including guidance on channels through which the “vouch” can be 
accepted, how recent the evidence must be, who can vouch for a user, and the information 
that must be recorded during a “face-to-face vouch” process.27 Guidance of this kind 
provides both specific requirements (“who cannot vouch for someone’s identity;” “rules for 
face-to-face vouches”) as well as general guidance on best practices.  

An “Introducer” system has been used for over a decade in India to enroll in the Aadhaar 
digital ID system. This system was intended to allow those who were unable to complete 
the initial enrollment process have a certified person act as a witness and officially confirm 
the person’s identity. It was modeled on a procedure already used by banks in India, where 
existing customers could introduce new customers.28 “Introducers” must be enrolled into 
Aadhaar and are persons with “high credibility” such as social workers, teachers, or postal 
workers, who must be vetted by India’s Identification Agency.29 However, according to 
right to information request responses released in 2016, only 0.03% of Aadhaar numbers 
were issued through the Introducer system.30 The Introducer system has also been 
criticized for its design, as Introducers were not required to personally know the individual 
to whom they were providing the service.31 Further, concerns about the potential legal 
liability of Introducers made some organizations reluctant to continue playing this role 
within the ecosystem.32 

 

 

                                                 
26 UK Department for Digital, Culture, Media & Sport and UK Department for Science, Innovation & Technology, Policy paper: UK 
digital identity and attributes trust framework alpha v1(01) (updated January 11, 2023), available at 
https://www.gov.uk/government/publications/the-uk-digital-identity-and-attributes-trust-framework/the-uk-digital-identity-and-
attributes-trust-framework. 
27 UK Government Digital Service, Guidance: How to accept a vouch as evidence of someone’s identity, October 22, 2020, available 
at https://www.gov.uk/government/publications/how-to-accept-a-vouch-as-evidence-of-someones-identity/how-to-accept-a-vouch-
as-evidence-of-someones-identity. 
28 Ranjit Singh & Steven Jackson, Seeing Like an Infrastructure: Low-resolution Citizens and the Aadhaar Identification Project, 5 
PROC. ACM HUM.-COMPUT. INTERACT. 1, 315–17 (2021), available at https://dl.acm.org/doi/10.1145/3476056. 
29 See Vijayanka Nair, “An eye for an I: recording biometrics and reconsidering identity in postcolonial India,” Contemporary South 
Asia, 26:2 (2018), 143-156; Ursula Rao, “Biometric IDs and the Remaking of the Indian (Welfare) State,” 21 European Economic 
Sociology Newsletter, November 2019, available at https://econsoc.mpifg.de/29175/econ_soc_21-1.pdf. 
30 Reetika Khera, The Impact of Aadhaar in Welfare Programmes, September 29, 2017, at p. 2, available at 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3045235.  
31 See Vijayanka Nair, ‘An eye for an I: recording biometrics and reconsidering identity in postcolonial India,’ Contemporary South 
Asia, 26:2 (2018), 143–156. 
32 Ranjit Singh & Steven Jackson, Seeing Like an Infrastructure: Low-resolution Citizens and the Aadhaar Identification Project, 5 
PROC. ACM HUM.-COMPUT. INTERACT. 1, 315–17 (2021), available at https://dl.acm.org/doi/10.1145/3476056. 
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Equity and Identity Resolution (Section 10.1, Lines 1721–1742) 

d. Take note of existing errors or trends within the attribute verifier’s records, or in the 
records of other back-end attribute providers that lead to exclusion. 

Suggested change: Add “Description: The identity service relies on attribute verifiers 
that have known exclusions and gaps in the information they hold, leading to 
difficulties in the identity resolution process.” 

The current Guidelines refer to changes in attributes that result in a mismatch, but some 
attribute provider databases are indirectly (de facto, or unintentionally) or deliberately 
exclusionary based on political factors.33 Patterns of exclusion and discrimination can 
therefore lead to attribute verifier databases that are over- or under-inclusive. These 
patterns can also lead to a reluctance to provide personal information in certain contexts, 
which can exacerbate the problem of under-inclusion.  

Databases may be over-inclusive, such as in Kenya when the distribution of food aid was 
linked to a refugee database. This led individuals who were Kenyan citizens, 
predominantly of Somali descent, to be listed in a refugee database, and subsequently 
denied the right to nationality and associated benefits, leaving many at risk of 
statelessness.34 Similarly, along the U.S. Southern Border, passport denial and revocation 
is a frequent issue for binational families. In some cases, U.S. citizen children, born in the 
US, have also been registered in the Mexican civil registry in order to access services 
including the education system in Mexico. Later in life, these inaccuracies caused by 
widely known cultural patterns among border communities result in fraud-based passport 
denials and revocations by U.S. federal authorities, embroiling families in years of costly 
legal struggles and insecure legal status in the United States. In the Rio Grande Valley, 
many of those families who are able to afford legal challenges to passport denials 
ultimately correct the information and confirm their U.S. citizenship.35  

Additionally, some databases contain high levels of errors and gaps caused by human 
error or technical challenges in identity resolution processes,36 as in India where wrong 
names, ages, and addresses collected during the initial data collection process for the 
Aadhaar card have meant that subsequent identity resolution processes in pensions, food 
distribution and banking have led to false allegations of fraud.37 

                                                 
33 See, e.g., Alizeh Kohari, “Life in Pakistan w ithout a Digital ID,” Coda Story, November 3, 2021, available at 
https://www.codastory.com/authoritarian-tech/pakistan-biometrics-stateless/.  
34 Haki Na Sheria Initiative, Biometric Purgatory: How the Double Registration of Vulnerable Kenyan Citizens in the UNHCR 
Database Left Them at Risk of Statelessness (2021). 
35 See Open Society Justice Initiative, Unmaking Americans: Insecure Citizenship in the United States 115 (2019), available at 
https://www.justiceinitiative.org/uploads/e05c542e-0db4-40cc-a3ed-2d73abcfd37f/unmaking-americans-insecure-citizenship-in-the-
united-states-report-20190916.pdf. See also White House, Executive Order on Restoring Faith in Our Legal Immigration System 
and Strengthening Integration and Inclusion Efforts for New  Americans, Section 5(v), February 2, 2021, available at 
https://www.whitehouse.gov/briefing-room/presidential-actions/2021/02/02/executive-order-restoring-faith-in-our-legal-immigration-
systems-and-strengthening-integration-and-inclusion-efforts-for-new-americans/ (referencing excessive and inappropriate use of 
passport denial and revocation). 
36 See, e.g., Center for Human Rights and Global Justice, Initiative for Social and Economic Rights, & Unw anted Witness, Chased 
Aw ay and Left to Die: How  a National Security Approach to Uganda’s National Digital ID Has Led to Wholesale Exclusion of Women 
and Older Persons, (2021), available at https://chrgj.org/wp-content/uploads/2021/06/CHRGJ-Report-Chased-Away-and-Left-to-
Die.pdf. 
37 Abhishek Angad, Wrong age to faulty addresses, Jharkhand villagers struggle to correct Aadhaar data, India Express, December 
12, 2022, available at https://indianexpress.com/article/india/jharkhand-villagers-wrong-aadhar-data-8320106/.  
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e. Some persons and groups may have legitimate reasons to self-exclude from certain 
identity resolution processes due to trust or privacy concerns.  

Suggested change: Add “Description: Individuals may self-exclude from the identity 
service, or from identity services offered by back-end attribute providers, which 
leads to an inability to validate their identity by the CSP.” 

In some instances, the collection of identity attributes has been shown to create 
opportunities to surveil, harass, and exploit marginalized groups and individuals and 
groups owing to their political opinions or activities, including human rights defenders.38 
Examples include communities who have experienced over-policing and surveillance, and 
who may perceive a heightened risk in providing certain identity attributes such as 
fingerprints or in linking their digital identities to certain services.39 For instance, in India, 
the linking of the Aadhaar number with health records of those accessing HIV medication 
led many to discontinue such medication in fear that there would be a breach of Aadhaar 
data.40 Often, migrants may associate the collection of personal and biometric data with 
law enforcement, the possibility of placing themselves or their family members at risk of 
losing status or benefits, and facing increased surveillance and/or immigration detention 
and deportation. There may therefore be reluctance to engage with digital identity 
systems, leading to self-exclusion.41 

Equity and Identity Validation (Section 10.2, Lines 1743–1774) 

f. Records held by authoritative and credible sources may have legal, administrative, 
financial, and social barriers that lead to exclusion.  

Suggested change: Add: “Description: Records held by authoritative and credible 
sources may reflect existing patterns of discrimination and exclusion.” 

The records against which identity evidence and core attributes are validated will generally 
reflect discrimination and barriers faced. For example, many systems display English 
language bias and are unsuited to entering longer names, non-Roman characters, or 
names which do not follow the American convention of First-Middle-Last name structure.42 
A first or last name that is “too long” might be truncated in government or commercial 
databases; names may have been Anglicized on some identity documents and not 
others—these will complicate automatic name-matching exercises.43 Meanwhile, groups 
such as formerly incarcerated people may be deliberately excluded from some sources 

                                                 
38 Natalie Brinham, When identity documents and registration produce exclusion: lessons from Rohingya experiences in Myanmar, 
May 10, 2019, available at https://blogs.lse.ac.uk/mec/2019/05/10/when-identity-documents-and-registration-produce-exclusion-
lessons-from-rohingya-experiences-in-myanmar/. 
39 NAACP, Free Hearts, Democracy Nashville, and Law yers’ Committee For Civil Rights Under Law , Fingerprint Technology Does 
Not Belong In Voting: Voicing Opposition to HB 1239/SB 1162 (March 23, 2021), available at https://law yerscommittee.org/wp-
content/uploads/2021/03/Report-on-Tennessee-Fingerprint-Bill-3.23.2021.pdf. 
40 Brindaalakshmi K, The Intertw ined Realities of India’s Transgender Act 2019, Digitisation, and the COVID Vaccination Drive, May 
14, 2021, available at https://smashboard.org/the-intertwined-realities-of-indias-transgender-act-2019-digitisation-and-the-covid-
vaccination-drive/. 
41 Mark Latonero et al., Digital Identity in the Migration & Refugee Context: Italy Case Study (2019). 
42 Alyssa Levitz, Unemployment Insurance Modernization: Identity Proofing, US Digital Response (2021), available at 
https://usdr.gitbook.io/unemployment-insurance-modernization/identity-proofing-vendor-comparison/identity-proofing-vendor-
comparison. 
43 Monée Fields-White, Vivian Graubard, Alberto Rodríguez Álvarez, Nikki Zeichner and Cassandra Robertson, Unpacking 
Inequities in Unemployment Insurance, New  America (2020), at 19, available at https://www.newamerica.org/pit/reports/unpacking-
inequities-unemployment-insurance/unemployment-insurance-isnt-enough-to-keep-the-family-fed/. 
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deemed to be authoritative and credible.44 Many of these exclusions are created by 
structural discrimination and patterns of exclusion that may cause errors at the initial 
identity resolution stage,45 as above at 2(d)).  

Equity and Identity Verification (Section 10.3, Lines 1775–1817) 

g. Expand discussion of environmental factors and the real-world applications of 
biometric technologies. 

Suggested change: In addition to the discussion of facial image capture, add discussion 
of possible inequities which can arise from other biometric technologies, such as 
fingerprint-scanning technologies. 

The guidance gives several examples of bias in facial comparison algorithms and also in 
human bias and inconsistencies. However, there may also be significant technological 
and operational errors in the use of biometric technologies that can lead to inequities. 
Fingerprint scanning, for instance, varies in reliability based on environmental factors such 
as heat, moisture, and sweat. These problems are further discussed in the context of 
authentication and lifecycle management (below, Section 3).  

Equity and User Experience (Section 10.4)  

h. Minimize the amount of data collected and the amount of times that information 
must be submitted. 

Suggested change: Entities should minimize the amount of administrative burden and 
consider factors such as minimum literacy levels required, time and resources, and 
duplication in submitting information.  

As identity proofing processes can be burdensome or challenging for some groups, 
organizations should be encouraged to avoid creating multiple instances of identity 
resolution, validation, and verification.46 Many enrollment and identity proofing steps 
assume a certain level of digital and administrative skill. This can place high burdens on 
individuals, who need to either develop or source specialized knowledge in order to access 
the identity system.47 This is not only a usability issue, but also an equity concern as those 
with limited literacy or digital literacy skills, or those without access to resources and 
support, might experience exclusion and differential treatment as a result. 

3. Enhance the informative and normative guidance on potential equity 
considerations relating to Authentication and Lifecycle Management (SP 800-
63B-4) 

Equity and biometric authentication 

                                                 
44 Cat Wise, “Leaving prison w ithout a government ID can block access to housing, jobs and help,” PBS New s Hour, December 31, 
2020, https://www.pbs.org/newshour/nation/leaving-prison-without-a-government-id-can-block-access-to-housing-jobs-and-help. 
45 See, e.g., Kira Allmann & Roxana Radu, Digital footprints as barriers to accessing e‐government services , GLOBAL POLICY 1758 
(2022), https://onlinelibrary.wiley.com/doi/10.1111/1758-5899.13140. 
46 Jennifer Wagner and Genevieve Gaudet, Improving Users’ Experience w ith Online SNAP and Medicaid systems, April 2020, 
available at https://www.cbpp.org/sites/default/files/atoms/files/4-22-20fa2.pdf (recommending that account creation should be 
optional, quick and easy, and useful.) 
47 Christian Østergaard Madsen, Ida Lindgren & Ulf Melin, The accidental caseworker – How digital self-service influences citizens’ 
administrative burden, GOVERNMENT INFORMATION QUARTERLY 101653 (2021), available at 
https://linkinghub.elsevier.com/retrieve/pii/S0740624X21000897. 
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One of the most significant equity-related issues arising from authentication processes concerns 
the use of biometrics. Where biometrics are used to authenticate users accessing services, this 
becomes a crucial point of exclusion which disproportionately impacts people of color, women, 
people with disabilities, older persons, and low-income communities. Authentication failures do 
not fall evenly as scans fail disproportionately for ‘othered’ bodies. As “notions of normality are 
built into the equipment: hand scanners have particular sizes and shapes, with designated places 
to put the fingers,” anyone falling outside of this spectrum of physical ‘normality’ will struggle to 
authenticate.48 It is well-known that facial image capture technologies are less accurate and less 
reliable for darker skin tones49; biometric scanning technologies are argued to be “infrastructurally 
calibrated to whiteness.”50 

Controversies surrounding the use of facial verification within unemployment insurance contexts 
have highlighted some of these concerns in the United States.51 Though inequities relating to 
facial image capture technologies have attracted greater attention, similar equity considerations 
also apply to other biometric technologies. For example, fingerprint-scanning technologies have 
become normalized in the United States, in part due to their implementation in more advanced 
smartphones. But these technologies also have the potential to exclude certain populations. A 
decade of evidence from India, where predominantly fingerprint-based authentication is required 
to access many government services, demonstrates the disparate impacts of fingerprint scanning 
technologies upon marginalized groups.52 People with disabilities, people living in poverty, and 
older persons have consistently experienced more difficulties scanning their fingerprints than 
more advantaged groups, leaving some of the most marginalized individuals in India unable to 
access government services.53 In Kenya, agricultural workers, people who work as rock loaders 
in quarries, and the elderly have disproportionately experienced difficulties and failures in 
scanning their fingerprints, leading to their inability to access benefits.54 

The discussion of the shortcomings of biometric technologies in SP 800-63B-4 and the support 
of “only limited use of biometrics for authentication” are welcome. But, especially in light of the 
Guidelines’ acknowledgment of the limits of biometric technologies and their disproportionate 
impacts upon already-marginalized groups, more concrete requirements and recommendations 
relating to equity impacts should be set out. 

                                                 
48 Sanneke Kloppenburg and Irma van der Ploeg, ‘Securing Identities: Biometric Technologies and the Enactment of Human Bodily 
Difference,’ Science as Culture, 29:1 (2020) 57, 62. 
49 Joy Adowaa Buolamw ini, Gender shades: intersectional phenotypic and demographic evaluation of face datasets and gender 
classifiers, 2017, available at  https://dspace.mit.edu/handle/1721.1/114068; Patrick Grother, Mei Ngan & Kayee Hanaoka, Face 
recognition vendor test part 3: demographic effects, NIST IR 8280, 2019, https://nvlpubs.nist.gov/nistpubs/ir/2019/NIST.IR.8280.pdf.  
50 Shoshana Magnet, When Biometrics Fail: Gender, Race, and the Technology of Identity 49 (Duke University Press: 2011); 
Joseph Pugliese, Biometrics: Bodies, Technologies, Biopolitics 57 (Routledge: 2010). 
51 EPIC, et al., “A Call To Federal and State Agencies To End the Use of ID.me and Other Facial Recognition Identity Verif ication 
Services,” February 14, 2022, available at https://epic.org/wp-content/uploads/2022/02/Coalition-Letter-ID.me-and-Face-Verification-
Feb2022.pdf; see also Katelyn Cioff i and Victoria Adelmant, ‘The IRS’s Abandoned Facial Recognition Is Just The Tip of A Harmful 
Biometric Iceberg,’ Slate, February 14 2022. 
52 Comptroller and Auditor General of India, Report of the Comptroller and Auditor General of India on Functioning of Unique 
Identification Authority of India, Report No. 24 of 2021 (2021), available at 
https://cag.gov.in/webroot/uploads/download_audit_report/2021/24%20of%202021_UIDAI-0624d8136a02d72.65885742.pdf; Usha 
Ramanathan, “Biometrics Use for Social Protection Programs Risk Violating Human Rights of the Poor,” United Nations Research 
Institute for Social Development, May 2, 2014; Silvia Masiero and Amit Prakash, “ICT in Social Protection Schemes: 
Deinstitutionalising Subsidy-Based Welfare Programmes,” Information Technology & People 33 (4) (2020), at 1255-1280. 
53 See Anumeha Yadav, ‘On the Margins of Aadhaar’ in Reetika Khera (ed.) Dissent on Aadhaar: Big Data Meets Big Brother 49 
(Orient BlackSw an: 2019). 
54 Lani Jacobs, Opportunities for Improving Digital Identification in Social Cash Transfer Programmes through Mobile: Insight from 
Kenya and Malawi (GSMA: April 2020); Medika Medi, A Call to Action to End Statelessness in Kenya (Kenyan Human Rights 
Commission: 2019). 
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a. SP 800-63B-4 should not only set general performance requirements, it should also 
set requirements relating to the disparate impacts of the use of biometric 
technologies. 

Suggested change: at Lines 1280–81, require the documentation and transmission of 
performance measures by skin type classifications and require that no biometric system 
with varying levels of accuracy for different demographic groups be deployed. 

While the requirement in SP 800-63B-4 that any biometric system used for authentication 
“shall operate with a false-match rate of 1 in 10000 or better” provides a good starting 
point regarding accuracy, this insufficiently addresses crucial equity issues. The use of a 
blanket rate fails to address the disparate impacts of false matches. A system might, for 
example, have a FMR which falls within the performance requirements but where every 
false match recorded was experienced by a person of color or a person with a disability. 
The lack of guidance on these disparate impacts in SP 800-63B-4 suggests that entities 
can, under these Guidelines, use biometric systems which disproportionately create 
exclusions for people of color. Organizations should require data on false rejection rates 
by demographic group, and should not implement systems which display disparities 
across groups.55 

b. SP 800-63B-4 should require that biometric technologies shall exclusively be 
permitted as optional methods for authentication. 

Suggested changes: at Line 1278, add: “Biometrics SHALL be used only as part of multi-
factor authentication with a physical authenticator (something you have) and SHALL only 
ever be provided as an optional choice of authenticator. Other, non-biometric 
options SHALL always be meaningfully provided.” This issue of non-mandatory 
biometric-based authentication should be centrally addressed throughout SP 800-63B-4 
rather than only mentioned in passing. 

Equity requires that biometric authentication never be a mandatory precondition for 
accessing services, given the disproportionate challenges and disparate risks faced by 
certain communities in authenticating biometrically.56 While SP 800-63B-4 mentions the 
need to provide alternatives in the context of biometrics usability considerations, a 
requirement that biometric-based authentication only ever be optional and the consistent 
availability of non-biometric alternatives should be included as a normative requirement. 

c. Alternatives to biometric authentication should always be available and should not 
only be provided in cases where biometric authentication fails for technical 
reasons. 

Suggested change: at Line 2426, the usability consideration that “An alternative 
authentication method must be available and functioning. In cases where biometrics do 
not work, allow users to use a memorized secret as an alternative second factor” should 
be changed to: “An alternative authentication method must be functioning, readily-

                                                 
55 See Alyssa Levitz, Unemployment Insurance Modernization: Identity Proofing, US Digital Response (2021), available at 
https://usdr.gitbook.io/unemployment-insurance-modernization/identity-proofing-vendor-comparison/identity-proofing-vendor-
comparison. 
56 See Vrinda Bhandari, Governing ID: Use of Digital ID for Delivery of Welfare (Centre for Internet and Society, 2020), available at 
https://ssrn.com/abstract=3668118. 
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available, and clearly-communicated. Users should never be required to attempt 
biometric authentication.” 

The current formulation regarding alternatives to biometric authentication is unnecessarily 
narrow. An alternative authentication method must be available not only as a fallback 
when biometrics do not work, as individuals should always have the option of not using 
biometric authenticators at all. An older person whose fingerprints never successfully scan 
should not be required to try to scan her fingerprint every time before having access to an 
alternative method, for example.  

d. Include discussions of the impacts on marginalized populations of fingerprint 
scanning technologies in the informative Equity Considerations section. 

Suggested change: at Lines 2452–2468, add examples relating to fingerprint-based 
authentication. For example, add: “older persons or people who have undertaken 
manual labor may not be able to use fingerprint scanning technologies.” 

Section 10.4 of SP 800-63B-4 lists the amount of moisture on a finger, age, gender, and 
occupation as well as injuries to fingers as “Biometrics Usability Considerations.” But these 
should also, or even primarily, be seen as equity issues. If certain groups—older persons, 
people with damaged fingertips or disabilities affecting their hands, and people who work 
extensively with their hands in manual occupations—face more difficulties using fingerprint 
authenticators and experience frequent fingerprint authentication failures, this goes 
beyond questions of usability and risks creating indirectly discriminatory exclusions 
affecting specific groups, many of whom belong to protected classes under anti-
discrimination laws. If the Guidelines do not discuss fingerprint scanning in the Equity 
Considerations section, organizations may interpret the document as encouraging 
fingerprint-based authentication. 

Equity Considerations regarding the suitability of authenticators (Section 11) 

e. Address a wider spectrum of equity considerations. 

Suggested changes: at Line 2454 onwards, add: 

The types of devices people use influence their ability to input certain authentication 
methods.57 People on lower incomes and marginalized groups are less likely to have the 
latest devices and may face more difficulties using certain features, such as manually 
entering an OTP on a smaller onscreen keyboard. 

Americans with lower incomes rely more on smartphones and are less likely to have 
broadband internet at home: in early 2021, 27% of adults earning less than $30,000 a year 
were “smartphone-only” internet users who did not have broadband at home.58 As a result, 
authenticator options which require a hardware connection such as needing to be plugged 
into a device via a USB port, will be unavailable to lower-income groups. 

                                                 
57 Kirsten K. Greene et al., “I Can’t Type That! P@$$w ord Entry on Mobile Devices,” In: Tryfonas, T., Askoxylakis, I. (eds) Human 
Aspects of Information Security, Privacy, and Trust, HAS 2014. Lecture Notes in Computer Science, vol 8533, Springer, available at 
https://doi.org/10.1007/978-3-319-07620-1_15.  
58 Emily A. Vogels, “Digital divide persists even as Americans with lower incomes make gains in tech adoption,” Pew  Research 
Centers, June 22, 2021, available at https://www.pewresearch.org/fact-tank/2021/06/22/digital-divide-persists-even-as-americans-
w ith-lower-incomes-make-gains-in-tech-adoption/. 
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Low-income groups may be more likely to lack internet access or run out of data on their 
phones; offline alternatives must therefore always be available. 

The use of many authenticator types may be difficult for persons lacking in technological 
skills. For example, many older persons without experience using OTP devices may 
struggle to enter codes from one device into another. Many older persons in the United 
States struggle to use 2FA security tokens as they have very small form factors.59 A 2019 
study of Americans’ digital literacy by the Pew Research Center found that only 28% of 
Americans understood two-factor authentication.60 

Individuals who are experiencing trauma, addiction, or sexual exploitation will often 
struggle to remember details about passwords or other memorized secrets. 

(As above in 3d) older persons may not be able to use fingerprint scanning technologies. 

The examples of authenticator suitability problems outlined in Section 11 point only to a 
limited set of equity considerations which focus especially on disabilities. Examples from 
a wider spectrum should be included to better capture the ways in which authenticator 
options will disproportionately create difficulties for certain populations, thereby 
introducing barriers and creating harms. Further contextual issues relating to immigration 
status, literacy and digital skills, and the day-to-day impacts of life on a low income, among 
others, should therefore inform the discussion of equity considerations.61 

Offline authentication alternatives 

f. Include requirements to consistently provide offline authentication options. 

Suggested change: SP 800-63B-4 should address the importance of maintaining offline 
in-person authentication options, particularly given the equity impacts of the mandatory 
introduction of any digital authentication methods. 

Just as the provision of on-site in-person identity proofing is necessary to prevent the 
exclusion of any individuals who are unable to or prefer not to have their identity verified 
remotely,62 offline in-person authentication is also critical in preventing the exclusion of 
marginalized groups.63 As some groups will be unable to use any digital authentication 
methods, agencies must maintain meaningful access to in-person authentication options, 
whereby individuals can have a face-to-face interaction to access a service. The failure to 
provide such alternatives has been a major source of exclusion in the implementation of 
digital identity systems in many contexts, including India, the United Kingdom, and 

                                                 
59 Sanchari Das et al., “Why Don’t Older Adults Adopt Tw o-Factor Authentication?” Proceedings of the 2020 SIGCHI Workshop on 
Designing Interactions for the Aging Populations - Addressing Global Challenges, May 11, 2020, available at 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3577820. 
60 Emily A. Vogels and Monica Anderson, Americans and Digital Knowledge, Pew  Research Center, October 2019, available at 
https://www.pewresearch.org/internet/2019/10/09/americans-and-digital-knowledge/. 
61 See, e.g., Report on the proposal for a regulation of the European Parliament and of the Council amending Regulation (EU) No 
910/2014 as regards establishing a framework for a European Digital Identity, 2 March 2023, 
https://www.europarl.europa.eu/doceo/document/A-9-2023-0038_EN.html (“In order to promote uptake of EDIWs and the wider use 
of digital identities, Member States should not only show the benefits of the relevant services, but also, in cooperation with the 
private sector, researchers and academia, develop training programmes aiming to strengthen the digital skills of their citizens and 
residents, in particular for vulnerable groups, such as persons with disabilities, older persons and persons lacking digital skills.") 
62 See section 2(a) above, and accompanying references. 
63 “In-person” here should be understood as face-to-face, offline interactions, and not as a “virtual in-person” process which still 
relies on individuals having access to and being able to use video conferencing technology. See: https://www.id.me/business/virtual-
in-person-identity. 

https://www.europarl.europa.eu/doceo/document/A-9-2023-0038_EN.html


 
 

19 

Uganda.64 The approach in the Guidelines has been to equate the focus on digital identity 
with a focus on digital authentication, such that SP 800-63B-4 addresses only digital 
authentication. But as U.S. government agencies themselves note, offline in-person 
authentication methods form a part of digital identity systems,65 and should be treated as 
within scope of the Guidelines.  

 
4. Enhance the informative and normative guidance on equity considerations 

relating to Federations and Assertions (SP 800-63D) 

The Guidelines do not sufficiently acknowledge and address the amplification effect that is 
inherent in federation with respect to the threats and risks identified in these Comments in respect 
to other volumes. Inequitable features of digital identity systems across the risk assessment, 
assurance level selection, enrollment  and identity proofing, and authentication and lifecycle 
management processes are multiplied in federated architectures, particularly when these risks sit 
with IdPs responsible for very large subscriber populations acting within critical sectors of public 
service delivery such as health and social welfare (see also 1(h) above regarding “high-risk” 
sectors). Nor do the Guidelines adequately explore the new and unique risks posed to equity by 
the use of federation to increase interoperability of datasets across federal agencies and private 
sector entities, specifically the real-life implications of profiling in federated identity and their 
disproportionate impacts on racial and gender minorities, non-citizens, human rights defenders, 
political opposition figures, dissenting voices, protesters, journalists and other frequent targets of 
state surveillance. 

a. Amplification of risks through federation and interoperability 

Suggested change: In the Introduction to this SP 800-63C-4 at Line 337 et seq.: (i) Elevate 
and highlight the limited research available on usability, equity and privacy risks 
associated with federated identity. (ii) Explicitly reference the fact that any risks to usability, 
privacy and equity posed by a single IdP scale along with federation in digital identity, with 
compounding effects for subscribers across multiple services. (iii) Refer back to initial risk 
assessment requirements in other volumes in light of the scope and complexity and 
experimental nature of federated identity architectures. Specifically, recall the need for 
“iterative” and dynamic risk assessment (800-63-4), with entering into a federated identity 
scheme as a trigger for full off-cycle review (800-63A, Line 721) of risk assessment across 
the entire digital identity system subject to federation, not only FAL selection and other 
federation-specific elements of the Guidelines.  

It is critical that the Guidelines acknowledge that federation is considered a facilitator of 
interoperability, and federated digital identity architectures are increasingly popular 
solutions to provide efficiency and convenience within enterprises and for subscribers.66 
This reality is not captured in the Introduction to 800-63C (Lines 390–391), which only 

                                                 
64 See Reetika Khera (ed.), Dissent on Aadhaar: Big Data Meets Big Brother (Orient Black Sw an, 2018); Center for Human Rights 
and Global Justice et al., Chased Away and Left to Die: How a National Security Approach to Uganda’s National Digital ID Has Led 
to Wholesale Exclusion of Women and Older Persons (2021), available at: https://chrgj.org/wp-content/uploads/2021/06/CHRGJ-
Report-Chased-Away-and-Left-to-Die.pdf  
65 As USAID emphasizes: “Even w hen the enrollment process is digital, authentication often is not. Instead of expensive biometric or 
smart card readers, point-of-service authentication may be nothing more than visual inspection of a photo ID.” USAID, Identity In A 
Digital Age: Infrastructure For Inclusive Development (2022). 
66 See, e.g., Larisa Redins,“Digital identity federation proof-of-concept for health record access shows promise,” Biometric Update, 
March 29, 2023, available at https://www.biometricupdate.com/202303/digital-identity-federation-proof-of-concept-for-health-record-
access-shows-promise (on recent CARIN Alliance report on interoperability of access to health records across providers through a 
federated digital identity ecosystem). The Kenya NIIMS database, discussed above, follows a federated model, based on a “single 
source of truth” central biometric database and persistent unique identif ier for use across public and private service providers. 
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states that Federation and Assertion requirements “build on the requirements of other 
volumes.” The scaling of risk through federation is not adequately captured in the 
Introduction to the concept, leaving the Volume and the Guidelines largely silent on this 
feature of federated identity architecture. The Guidelines do acknowledge the “more 
nascent” character of federated identity generally (Line 1873) and the “lack of depth and 
conclusiveness of research findings” (Line 1875), with respect to usability. However, this 
should be highlighted in the Introduction and more appropriately centered there, to signal 
the caution with which these new, unfamiliar and experimental approaches to identity 
should be adopted and applied.  

b. Recognize and explain the intersection between privacy and equity in (a) tracking 
and profiling and (b) centralized biometric storage. 

Suggested changes: Draw together in one section (e.g. within Privacy Considerations, 
800-63C-4 at Line 1713 et seq.) the elements of the Guidelines that allow for the 
establishment of large (e.g. national or state-wide), centralized biometric identification 
databases and include, at minimum, informative guidance concerning the privacy and 
equity risks that would flow from this approach.  

Reiterate concerns about building profiles of subscribers using transaction information, 
currently covered in an informative section on Privacy Considerations (Section 9), in 
Section 11 (Equity Considerations). Note that profiling and surveillance are not neutral or 
evenly experienced in any society and it is often people in low-income earning brackets, 
the unemployed, people of color, non-citizens, and those living in neighborhoods already 
subject to heightened surveillance who are most likely to be affected by tracking and 
profiling through federated identity and biometric identification data.67 The Guidelines must 
adequately reflect the substantial intersectional privacy and equity risks of a federated, 
highly interoperable digital identity ecosystem premised on a centralized biometric 
database. These wide scale impacts are well-documented through research and 
monitoring on the experimentation with this approach in the United States and other 
countries.68 

While the Guidelines provide both normative requirements and informative guidance on 
tracking and profiling in federated systems, they fail to explain how the risks to privacy and 
Privacy Considerations in SP 800-63C-4 intersect with equity in unique and acute fashion 
in federated digital identity systems. For users of the Guidelines to fully appreciate these 
intersecting risks between privacy and equity, the relationship between biometric identity 
proofing and verification, biometric authentication, federation, interoperability and 
persistent surveillance using biometrics should be explicitly set out. The Guidelines, as 
currently structured, do not sufficiently guard against the creation of centralized biometric 
databases as foundational digital identity infrastructure, operating through a federated 

                                                 
67 See, e.g., Amnesty International, “Inside the NYPD’s Surveillance Machine, available at https://banthescan.amnesty.org/decode/. 
68 See, e.g. Davies, et al., The Identity Project: An assessment of the UK Identity Cards Bill and its implications, London School of 
Economics, version 1.09, June 27, 2005, available at  https://eprints.lse.ac.uk/684/1/identityreport.pdf (“A centralised database 
solution necessarily gives rise to enormous additional privacy challenges. . . There is an enormous difference in the implications for 
the human right to privacy between this type of system, and one w here a biometric is only stored locally in a smartcard, as 
recognised in opinions of the EU Article 29 Working Party on Data Protection.”); EU Fundamental Rights Agency (FRA), Opinion on 
Fundamental rights implications of storing biometric data in identity documents and residence cards, March 2018, available at 
https://fra.europa.eu/sites/default/files/fra_uploads/fra-2018-opinion-biometric-data-id-cards-03-2018_en.pdf (“Once European IT 
systems are made interoperable, Member States could establish a search function under domestic law  which could allow to search 
for a person simultaneously in their national systems as w ell as in the EU IT systems. Where IT systems or databases store 
f ingerprints and/or facial images, these searches could be carried out using biometrics. In such a w ay, relevant national authorities 
w ould have access to a large pool of f ingerprints and/or facial images.”). See also Sections 2(g) and 3 (equity and biometric 
authentication), above. 

https://eprints.lse.ac.uk/684/1/identityreport.pdf
https://fra.europa.eu/sites/default/files/fra_uploads/fra-2018-opinion-biometric-data-id-cards-03-2018_en.pdf
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architecture. While centralization of biometric data for authentication through a central 
identifier is discouraged (800-63B-4, Line 1306 et seq.), federal agencies, states, 
territories and private entities could establish large biometric databases for digital identity 
verification and authentication and still be in compliance with the requirements and 
normative guidance in the Guidelines. Similarly, although the Guidelines acknowledge that 
there are significant usability considerations and open questions about user 
understanding and trust with respect to federated identity (800-63C, Section 10), limited 
information is provided on the varying incentives that different actors in a federated 
ecosystem, particularly financial incentives for private sector (for-profit) IdPs and colluding 
RPs, may have for building tracking and profiling datasets on subscriber behavior. 

c. Strengthen normative privacy requirements in SP 800-63C-4 to prevent 
accumulation of knowledge about subscribers' conduct and movement. 

Suggested changes: At Line 1108, replace MAY with SHALL in relation to requiring “clear 
notice, obtaining subscriber consent”: “Measures SHALL include providing clear notice 
and obtaining subscriber consent. Measures MAY also include enabling selective use 
or disclosure of attributes.” 

At Line 1114, replace SHOULD with SHALL (regarding disassociability) in light of the 
equity concerns for these vulnerable groups. 

At Line 1124, replace SHOULD with SHALL (regarding account termination) in light of the 
equity concerns for these vulnerable groups. 

While the Privacy Requirements in Section 5.5 acknowledge the risk of IdPs and “colluding 
RPs” accumulating knowledge about a subscriber’s conduct and movement (Line 1099), 
the normative requirements should be binding and not suggested, due to the absence of 
any suitable and legitimate purpose for engaging in tracking and profiling.69 

d. Acknowledge the unique risks to usability and equity associated with public-private 
sector partnerships in federated systems (Sections 10 and 11) 

Suggested changes: Section 10 should differentiate between public and private sector 
IdPs, particularly where federated identity models encourage private sector IdPs to 
compete, or otherwise explicitly or implicitly rely on private sector markets to facilitate 
efficiency and convenience for RPs and users.  

Section 11 should advise caution with respect to private sector involvement in public 
sector services as IdPs, particularly in high-risk sectors (see 1(h)), given the poor track 
record of such arrangements in reaching and successfully delivering essential services to 
vulnerable populations.  

The draft Guidelines address the role of private sector IdPs primarily in Section 10, an 
informative section on Usability Considerations (see, e.g., Lines 1917-29, focused on 
users’ comfort level with social network providers as IdPs in light of concerns about their 
“broadcasting nature”). The ample review of existing literature on user behavior, beliefs 
and perceptions is welcome and provides valuable insight for RPs and IdPs contemplating 
or operating in federated identity systems. Yet, unfortunately, the Guidelines are silent as 

                                                 
69 Article 29 Data Protection Working Party (2012), Opinion 3/2012 on developments in biometric technologies, 00720/12/EN, 
WP193, April 27, 2012, p. 22 (citing the risk of using centralized biometric databases (facial images) “for covert surveillance by law  
enforcement authorities to identify potential troublemakers”). 
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to the expectations, obligations, and behavior of private sector IdPs. For example, Section 
10 currently differentiates between perspectives of users and implementers (see, e.g., 
Lines 1944–50), pointing to a “disconnect” in conceptions of identity, and focuses on 
measures to encourage user adoption, primarily through providing clarity on benefits and 
risks to users in federated systems. This is an important distinction. However, Section 10 
omits any consideration of the possibility of a “disconnect” between RPs in the public 
sector, and particularly in high-risk sectors, and IdPs operating for-profit enterprises in the 
private sector. An important case in point is the UK’s “Verify” system, launched in 2016 
(see above at 2(a)). The UK Government Digital Service (GDS) conceived of Verify as a 
public sector-facilitated, private sector-led solution that would establish a marketplace for 
identity services, within a wider “government as a platform” framework, where government 
provides “supportive infrastructure” and private sector builds out the implementation of 
government functions through innovation.70 The experiment failed. When government 
subsidies ended in 2020, five out of seven accredited IdPs dropped out. The National 
Audit Office (NAO) investigated Verify, and in a 2019 report highlighted the “optimism bias” 
driving decisions about its uptake by the public, cost savings, and the overall commercial 
model.71  

The Guidelines should also go beyond elaborating the usability considerations associated 
with public-private partnerships in federated identity systems, and set out the important 
equity considerations that flow from these same schemes due to the unique incentives 
and motives of private sector firms involved in identity marketplaces. Private sector 
partnerships in multilateral federated digital identity schemes for service delivery in other 
countries have resulted in disproportionate impacts for specific groups. This is an equity 
consideration that the Guidelines should highlight. As discussed throughout these 
comments, the success or failure in equitable operation of digital identity cannot be 
understood by implementers (public or private) as chiefly a question of technical 
architecture. In the case of public-private partnerships in federated identity systems, 
intrinsic factors in competitive marketplaces must be taken into account as drivers of 
access and exclusion for users and drivers of behavior, perceptions and decision-making 
in for-profit enterprises acting as IdPs. In the Verify example above, for instance, the 
failures of the scheme were not evenly felt, but disproportionately impacted recipients of 
Universal Credit (welfare benefits), with only 29% of eligible participants able to access 
the benefit through the Verify exchange.72 

e. Strengthen transparency and accessibility of Trust Agreement terms (Section 5.1). 

Suggested change: At Line 640 (static) and 647 (dynamic): use “full parameters” or “full 
terms” instead of “parameters.” 

The disclosure provisions relating to Trust Agreements are unclear as to the transparency 
and accessibility of Trust Agreement terms to subscribers. In light of the extensive 
informative treatment of user perspectives in Usability Considerations, the Guidelines 
should include strict, comprehensive transparency and accessibility requirements so that 
the public and to users have full information about Trust Agreements between actors in a 
federated identity system. Disclosure requirements are especially important given the 

                                                 
70 See Victoria Adelmant, Marketizing the digital state: the failure of the ‘Verify’ model in the United Kingdom, March 30, 2021, 
available at https://chrgj.org/2021/03/30/marketizing-the-digital-state-the-failure-of-the-verify-model-in-the-united-kingdom/. 
71 See NAO, Report of the Comptroller and Auditor General, Investigation into Verify, March 5, 2019, at p. 9, available at 
https://www.nao.org.uk/wp-content/uploads/2019/03/Investigation-into-verify.pdf. 
72 See UK House of Commons, Committee of Public Accounts, Accessing public services through the Government’s Verify digital 
system, May 1, 2019, available at https://publications.parliament.uk/pa/cm201719/cmselect/cmpubacc/1748/1748.pdf. 
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complexity of federated systems and lack of research as to their operation and effects in 
practice. Strengthened normative language in this section will also enhance transparency 
relating to public-private partnerships in federated systems, discussed immediately above.  

f. Strengthen the transparency of PIAs for Pairwise Pseudonymous Identifiers 
(Section 6.2.5.2). 

Suggested change: Make a privacy risk assessment required for RPs using a common 
identifier as a mandatory requirement: “SHALL be made available to subscribers and 
potential subscribers” (Lines 1530–1531). 

 

5. Provide further guidance on methodologies and models for determining, 
integrating, and evaluating risk concerns into the digital identity guidelines 

General considerations 

a. Risks relating to digital identity systems are dynamic and new, such that 
unanticipated risks will arise. 

Suggested change: At Line 1477 in SP 800-63-4: “To maintain pace with the constantly 
shifting environment in which they operate, organizations SHALL implement a continuous 
evaluation and improvement program that leverages input from people interacting with the 
identity system. These programs SHALL consider feedback from application performance 
metrics, threat intelligence, fraud analytics, assessments of equity impacts, privacy impact 
analysis, and user inputs.” 

We appreciate NIST’s acknowledgment that “Threat actors adapt, user expectations and 
needs shift, and missions evolve” and that “risk assessments and identity solutions are 
not to be set and forgotten.” We encourage NIST to strengthen the requirement for 
organizations to conduct continuous evaluation and improvement to be able to re-assess. 

b. The need for user populations to be consulted should be integrated throughout the 
Guidelines, and in particular as a key methodology for assessing and evaluating 
risk within the Digital Identity Risk Management Model. 

Suggested changes: Bring reference to consultation into each of the 4 Volumes, ensuring 
that the individuals who will be using these digital identity systems are consistently 
consulted by decision-makers and providers of services. 

In particular, consultation with diverse user populations should be brought more centrally 
into each of the 4 steps of the digital identity risk management process outlined in SP 800-
63-4, Section 5. This should be brought into the initial description of the model at lines 
922–964. At line 953, add: “Throughout each of these 4 steps, organizations SHALL 
ensure that the views, preferences, and needs of diverse user populations are taken 
into account. At line 960–64, add: “Organizations SHOULD adapt and modify this overall 
approach to meet organizational processes, governance, and integration with enterprise 
risk management practices. At a minimum, organizations SHALL ensure that each step is 
executed, that their existing and intended user populations have been meaningfully 
consulted throughout each step, and the normative mandates and outcomes of each 
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step are completed and documented regardless of operational approach and enabling 
tools.” 

NIST asks, at line 236 of SP 800-63-4, what equity assessment methods could be 
referenced to “better support organizations in preventing or detecting disparate impacts 
that could arise as a result of identity verification technologies or processes.” A key method 
in preventing and detecting such impacts is to meaningfully consult with affected 
communities ex ante. Decision-making surrounding the design and adoption of digital 
identity systems must be based on the realities experienced by beneficiary populations.  

Beyond initial decisions about adoption and design, the methodology for assessing digital 
identity risks for each xAL in Section 5 of SP 800-63-4 currently provides for organizations’ 
assessments of risk with very little mention of consultation and participation—the 
envisaged process appears to be top-down rather than consultative. Beyond “evaluating 
their user population” when conducting their initial impact assessment, organizations 
should consult diverse communities of users and prospective users throughout the risk 
management process. 

The lack of consultation of user populations has been specifically pointed to as a key 
reason for failure in the UK’s “Verify” digital identity system (see above at 2(a)). The UK’s 
Major Projects Authority found that the system was failing in part because “assumptions 
based on insight work into customer journey are not at all aligning with reality.”73 To avoid 
making assumptions that lead to inequities and harms when implementing a digital identity 
system, federal agencies and all organizations must design with many different 
populations in mind and with an understanding of the kinds of technologies that certain 
communities are unable to use. This understanding is best acquired through inclusive 
consultations. As reports in the U.S. context have found, involving users throughout critical 
junctures would help mitigate many of the exclusions that have arisen from public sector 
initiatives to introduce digital systems into services.74 Organizations should create ample 
opportunities throughout the design process for user feedback from a broad range of 
stakeholders, including conducting their own user testing on a representative sample of 
their user population. 

Evaluating risks beyond questions of failures and access 

As above (at 1(d)), risks should be conceived of more broadly and not only defined as failures. 
When evaluating risk, organizations should be encouraged to examine and assess issues beyond 
the risk of failures in proofing, authentication, or federation to include the ways that digital identity 
can create risks and harms without there being a failure. 

c. The Digital Identity Risk Management system should adopt a broader starting point 
focused on adverse impacts. 

Suggested change: At line 930, instead of referring to organizations’ assessment of “the 
impact of a failure of each function in the identity system”, the Guidelines should refer to 
“the impacts of each function in the identity system.” At lines 967, 977, 986, etc, 

                                                 
73 House of Commons Work and Pensions Committee, Universal Credit Project Assessment Reviews, Fifth Report of Session 2017-
19 (8 February 2018), available at https://publications.parliament.uk/pa/cm201719/cmselect/cmworpen/740/740.pdf. 
74 Julia Simon-Mishel, Maurice Emsellem, Michele Evermore, Ellen Leclere, Andrew Stettner, and Martha Coven, Centering 
Workers—How to Modernize Unemployment Insurance Technology (Philadelphia Legal Assistance, The Century Foundation, 
National Employment Law  Project, 2020);  Alyssa Levitz, Unemployment Insurance Modernization: Identity Proofing, US Digital 
Response (2021), available at https://usdr.gitbook.io/unemployment-insurance-modernization/identity-proofing-vendor-
comparison/identity-proofing-vendor-comparison. 
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instead of “adverse impacts of failures in identity proofing, authentication, and federation,” 
use language such as “adverse impacts arising from identity proofing, 
authentication, and federation.” 

Impact assessments within stage 1 of the Digital Identity Risk Management process 
should not only assess the impact of a failure of proofing, authentication, or federation, 
but should rather take a more holistic approach to assessing how diverse communities 
are affected by these systems. Proofing or authentication might, for example, be 
experienced as stressful, burdensome, and may discourage certain groups from 
accessing services–the current orientation of impact assessment towards failure will not 
adequately capture these broader impacts arising from digital identity systems. 
Consultations within this process of identifying impact categories and potential harms 
should also take a broader starting point than contained in SP 800-63-4 such that, instead 
of asking “what would be the impact of a failure,” organizations should ask, “what kinds of 
identity proofing methods work for some communities and not others; what kinds of 
authenticators are preferred or least preferred”, and so forth. 

d. Specifically in relation to authentication, risks should be understood to include 
burdens as well as possible exclusions. 

Suggested change: NIST should encourage organizations to take into account not only 
the possibility of certain users failing to authenticate and therefore failing to access a 
service, but also the burdens, frustrations, and frictions experienced by certain groups as 
a result of authentication requirements. For example, at line 1144–1158, NIST should not 
only include a normative requirement that “Entities SHOULD consider the impact of 
specific modes of failures [including …] the impact of failing to authenticate the correct 
subject due to barriers” when conducting impact analysis, but also add: “the impacts of 
imposing new and potentially burdensome authentication requirements on user 
populations.” NIST should encourage organizations to take into account the impacts of 
authentication requirements on users’ everyday lives throughout the process by which 
organizations assess impacts and select assurance levels. 

Equity considerations relating to AALs go beyond the binary issue of whether an individual 
is able to access a service or not. In considering risks when determining AALs, 
organizations should also consider that choices about authentication also shape 
individuals’ day-to-day experience of accessing a service. A higher AAL can impose 
additional burdens and frictions for an individual accessing a service, even if that individual 
is not excluded from the service. If an agency introduces 2FA, for example, requiring 
individuals to enter a username, password, and a One Time Passcode (OTP) every time 
they access an online service, this addition of the OTP into the process introduces an 
additional potential source of stress and difficulty. Some groups may experience the 
required OTP as a significant hurdle. An individual whose phone is shared between 
several members of the family for cost reasons, or a houseless person who faces barriers 
in keeping a phone charged, for example, may not be excluded from accessing a service, 
but they will experience more burdens and friction each time they access the service. The 
current approach to understanding and analyzing impacts on individuals under the risk 
management framework set out in SP 800-63-4 focuses only on whether individuals can 
or cannot access a service, and does not adequately address the experiences of 
individuals who ultimately succeed in authenticating each time, but feel intense stress or 
experience significant delays every time they need to access the service. The higher the 
AAL, the more significant this friction may be. 
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e. To gain an understanding of how users experience a digital identity system, 
organizations should not only measure access failures but also many other metrics 
to understand usability. 

Suggested change: in SP 800-63-4 Section 5.5, organizations’ continuous evaluation 
programs SHOULD consider “application performance metrics, including measuring 
verification and authentication attempts and time taken…” 

NIST should explicitly suggest to organizations that it is insufficient to measure when 
applications fail. Instead, evaluation programs should measure instances in which 
individuals have begun a verification process and then stopped, to gain some 
understanding of the number of attempted verifications which have not been completed 
and how difficult it may be for some users to complete the process. Organizations should 
also put in place analytics to identify the points at which individuals abandon processes, 
to identify key friction points. 

f. The identification of “impact categories and potential harms” in Section 5.1.2 
should include a reference to the need for consultation. 

Suggested change: at line 1005, add: “Organizations SHOULD include additional impact 
categories based on their mission and the additional impacts identified through 
consultations with their user population.” 

Organizations will be unable to properly ascertain the full range of possible impacts without 
conducting comprehensive consultative processes. 

g. The identification of “potential impact levels” in Section 5.1.3 should include a 
reference to the need for consultation. 

Suggested change: at line 1066, add: “Each assurance level … SHALL be evaluated 
separately and SHALL take into account consultations with user populations.” 

Organizations will only be able to gain an adequate understanding of the potential impacts 
(low, moderate, or high) on users through listening to users and thereby gaining an 
understanding of how they experience proofing, authentication, and federation. 

Evaluating risk through qualitative and external information 

h. NIST should encourage the establishment of formal mechanisms for regular and 
frequent input from civil society organizations who work with marginalized groups 
and have insights into the realities of their lives and the impacts already felt. 

Suggested change: at line 1402–04, add: “organizations SHALL conduct detailed 
assessments of the controls defined at the assurance level to determine potential impacts 
in their operational environment. Organizations SHOULD establish mechanisms 
through which civil society organizations working with marginalized groups can 
provide input on the impacts felt or likely to be felt.” 

When assessing privacy, equity, and usability within the Digital Identity Risk Management 
process (Section 5.3.1), in addition to emphasizing consultations, NIST should also 
emphasize the need to seek input and feedback from civil society organizations, 
particularly those which work closely with the most marginalized and vulnerable groups of 
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users. This, in addition to direct consultations with users, is a crucial way of gaining a 
better understanding of how marginalized individuals may experience a digital identity 
system and to ascertain potential inequities and disparate impacts. 

i. The Guidelines should explicitly encourage organizations to integrate information 
from redress or grievance mechanisms into risk assessment, including setting 
thresholds for triggering off-cycle risk assessment within complaint mechanism 
monitoring and evaluation systems. 

Suggested changes: Within the Digital Identity Risk Management process (Section 5.3.1), 
insert normative guidance that directs organizations to think of complaint or grievance 
mechanism data as a critical risk assessment tool and to responsibly monitor and track 
this information accordingly to identify patterns of complaints and consider the implications 
of these within the overall Risk Management process. 

At the end of Section 5.4 in SP 800-63-4, at Line 1483, add: “User inputs should include 
information collected from grievance and feedback mechanisms.” 

In SP 800-63-4, add to Lines 945–952: “Information collected about complaints and 
grievances should be used to feed into this continuous evaluation and 
improvement process. Organizations should ensure complaints and problems 
users experience are swiftly addressed in the continuous improvement process”. 

Every consideration should be given to how to treat users as agents with knowledge and 
expertise that is vital to the risk assessment process. The Guidelines should encourage 
organizations to see users as holding specialized knowledge, as recommended in the 
context of EU digital policy by AI expert Lilian Edwards: “users as activists and 
complainants are as crucial to post-launch enforcement as regulators.”75 Data and inputs 
from redress mechanisms should therefore feed into the continuous evaluation and 
improvement stage of the digital identity risk management framework. 

j. To better support organizations in assessing and preventing risks and disparate 
impacts that could arise as a result of identity verification technologies or 
processes, NIST should encourage organizations to collect and evaluate qualitative 
as well as quantitative data. 

Suggested changes: In SP 800-63-4, Section 5.1, add: “Organizations SHOULD collect 
and analyze qualitative data as well as quantitative data, conduct focus groups with 
diverse populations, surveys, and interviews.” 

At the end of Section 5.4 in SP 800-63-4, at Line 1483, add: “Organizations’ continuous 
evaluation of equity impacts and user inputs should draw on in-depth information 
collected through regular surveys and interviews to gain a holistic understanding 
of how the system is being experienced by users.” 

Qualitative data collection through focus groups, surveys, and in-depth interviews will 
allow organizations to better understand how the digital identity system is impacting users. 
Methods should be informed by experts, and should include open-ended questions 
relating to users’ experiences. 

                                                 
75 Ada Lovelace Institute, Expert Opinion of Lilian Edw ards on the AI Act, March 31, 2022, available at 
https://www.adalovelaceinstitute.org/wp-content/uploads/2022/03/Expert-opinion-Lilian-Edwards-Regulating-AI-in-Europe.pdf.  
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k. Draw on international research and practical experience with impact assessment 
tools for digital identity systems (Section 5 (Introduction) and 5.1.1) 

Suggestions: In SP 800-63-4, Section 5 (Introduction), add: “In addition to following 
FIMSA requirements and tracking new regulations and requirements, organizations 
SHOULD consult best practice guidance on methodologies and implementation of 
privacy, data protection and human rights impact assessments.” Additionally, also in 
Section 5 (Introduction), add: “Organizations SHOULD involve civil society 
organizations and communities in the design of impact assessments and 
continuous evaluation methodologies.”  

In SP 800-63-4, Section 5.1.1, Line 987, delete the phrase “are considered alongside 
those of the enterprise” and add: “are considered as a matter of priority in the design 
and application of each element of the risk management methodology.” 

Impact assessments in large, complex data systems and processes play an increasingly 
central role in public policy, including PIAs, DPIAs, Human Rights Impact Assessments, 
and Environmental Impact Assessments. A growing body of literature and practice thus 
exists regarding best practices and considerations for conducting effective impact 
assessments, including in relation to digital identity systems.76 The Guidelines should 
reflect this reality and NIST should provide organizations with relevant analysis of these 
resources and how they relate to the risk management process in the Guidelines. 
Similarly, whereas the Guidelines, in Section 5.1.1, require organizations to include 
individuals using the system or application as “impacted entities” in risk management 
(Lines 988-993), they do not reflect the common understanding underlying regulatory 
frameworks on data protection and human rights impact assessments, which is that the 
main purpose is to safeguard the rights of individuals.77 In relation to impact assessments 
on digital identity systems specifically, a recent World Bank guidance note for 
governments on engagement of civil society in the development and implementation of 
digital identity systems advocates for the inclusion of civil society organizations in the 
design of impact assessments, citing their knowledge of existing systems, context, and 
the communities they serve.78  

6. Provide further guidance on remedies and redress 

Individuals should be able to challenge decisions and obtain redress when identity proofing or 
authentication fails, or when errors are made, resulting in their inability to access a service, as 
well as when digital identity systems have imposed burdens and caused individuals undue delays 

                                                 
76 See, e.g., Article 29 Data Protection Working Party, Guidelines on Data Protection Impact Assessment (DPIA) and determining 
whether processing is “likely to result in a high risk” for the purposes of Regulation 2016/679, April 4, 2017, available at 
https://ec.europa.eu/newsroom/document.cfm?doc_id=44137; Danish Institute for Human Rights, Introduction to human rights 
impact assessments, August 25, 2020, available at https://www.humanrights.dk/tools/human-rights-impact-assessment-guidance-
toolbox; UK Information Commissioner’s Off ice (ICO), AI and data protection risk toolkit, available at https://ico.org.uk/for-
organisations/guide-to-data-protection/key-dp-themes/guidance-on-ai-and-data-protection/ai-and-data-protection-risk-toolkit/; ICO, 
What should w e assess in our DPIA?, available at https://ico.org.uk/for-organisations/guide-to-data-protection/key-dp-
themes/guidance-on-ai-and-data-protection/what-are-the-accountability-and-governance-implications-of-ai/#DPIA. For guidance 
specif ic to digital identity systems, see, e.g., Amber Sinha, Towards a Framework for Evaluation of Digital Identity (2019), available 
at https://digitalid.design/evaluation-framework-01.html; Berkman Klein Center, Enhancing Inclusion in Digital Identity Policies and 
Systems: An Assessment Framework, Final Policy Output, Research Sprint on Digital Identity in Times of Crisis (2022), available at 
https://drive.google.com/file/d/1UTuFjOjcbrMWFTsuUz9Ve5XX8ea9_ufl/view?usp=share_link .  
77 See, e.g., EU General Data Protection Regulation (GDPR), Article 35(1). 
78 World Bank Group, Identity for Development (ID4D), Guidance Note: Engaging Civil Society Organizations (CSOs) for Successful 
ID Systems, at p. 14, available at 
https://documents1.worldbank.org/curated/en/099825009302229686/pdf/P17159206578ad0ad0824b0d39898774ed3.pdf. 
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in accessing a service.79 Though the Guidelines discuss redress options at some points 
throughout the documents and helpfully include specific requirements as to the provision of 
redress options, we encourage NIST to strengthen the emphasis on redress and remedy 
throughout the documents, given the serious barriers, exclusions, and harms which can arise 
from the implementation of digital identity systems. 

Strengthen the emphasis on redress and remedy throughout the Guidelines 

a. Ensure that redress is discussed consistently across the documents. 

Suggested change: Add a section on redress, including normative requirements and 
informative information, to SP 800-63-4. Requirements surrounding redress for 
authentication failures should also be brought into SP 800-63B-4. 

While redress is currently mentioned in greatest detail in SP 800-63A-4 and SP-800-63C-
4, the base document (SP 800-63-4) says very little about redress and does not 
comprehensively set out requirements. As individuals’ ability to file grievances and seek 
redress should be seen as a central part of a digital identity risk management process, SP 
800-63-4 should clearly address this issue. 

b. Include discussion of redress within sections on equity considerations in each 
document. 

Suggested changes: In SP 800-63-4 at Line 586, add: “Organizations should also 
ensure that appropriate and adequate avenues for redress are provided, and that 
these are meaningfully accessible to the most vulnerable user populations.” 

In SP 800-63A-4 Section 10.3, reiterate the requirement to provide redress. At Line 1783-
1791, add: “In instances where image capture technologies have failed to capture 
certain skin tones or facial features, CSPs SHALL act expeditiously to provide 
redress.” 

Throughout the Guidelines, sections on equity considerations rarely include a reference 
to redress. But redress mechanisms are crucial in achieving equity—not only because the 
reporting of inequities allows organizations to improve their processes and fix problems, 
but also because they provide an avenue to remedy errors and exclusions which 
disproportionately fall on marginalized groups. While SP 800-63A-4 helpfully requires 
CSPs to provide redress options to individuals affected by biometric technologies with 
differing performance across demographic groups, this requirement is not mentioned 
again within sections concerning equity. As these risks disproportionately affect some 
groups, redress is a key equity issue and should also come under equity considerations. 

Adopt a broader approach to redress 

c. Individuals must be able to seek redress not only for failures arising in the digital 
identity system, but also for any delays and burdens they experience as a result. 

Suggested change: In SP 800-63A-4, at Line 789, add: “The CSP SHALL provide 
mechanisms for redress for applicant complaints and for problems arising from identity 
proofing, including but not limited to: proofing failures, delays, and difficulties.” At 

                                                 
79 See Ana Beduschi, “Rethinking digital identity for post-COVID-19 societies: Data privacy and human rights considerations,” Data 
& Policy 3 (2021), E15. doi:10.1017/dap.2021.15. 
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Lines 1417–1425, add a reference to the need to provide redress for delays in identity 
proofing processes. 

Where identity proofing processes create delays, people are left waiting to access 
services. As outlined above (at 2(b)), some unemployment insurance applicants in states 
which had contracted with ID.me for identity proofing services were left waiting weeks to 
have their identity verified by “trusted referees” when facial scanning failed, which caused 
delays to their unemployment insurance applications and left them without crucial income 
to which they were entitled.80 Individuals affected by delays and the consequences of 
these delays must be able to file grievances and claim redress for the impacts they 
experience. Redress for such delays is especially important from an equity perspective, 
given that people of color, people with disabilities, and those living in poverty, among 
others, are more likely to be affected. 

Provide effective, culturally-appropriate, and clearly-communicated redress mechanisms  

d. Information about individuals’ options for redress should be clearly communicated, 
taking equity and inclusion into account. 

Suggested change: In SP 800-63C-4 at Line 1923, add: “Clearly communicate how and 
where to acquire technical assistance and redress. Ensure information about technical 
assistance and redress is available in multiple languages, stated in plain language, 
provided in-person at government offices, and clearly communicated to community 
organizations working with vulnerable populations.” 

Clearly communicating information about redress entails understanding user populations 
and tailoring communication accordingly, such as for people without consistent access to 
the internet, lower digital literacy, or without English language skills. Ineffective 
communication about helplines and mechanisms for assistance which fails to reach more 
vulnerable populations will affect communities’ ability to seek help, further exacerbating 
inequities.81 

e. Redress mechanisms must be designed to be accessible and usable by all, 
including in maintaining alternative channels. 

Suggested change: In SP 800-63C-4 at Line 1928, add: “Provide assistance and 
grievance mechanisms in multiple languages, via an online system and phone 
number for help desk support. Maintain in-person channels through which 
individuals can seek assistance and file complaints.” 

Providing meaningful assistance and redress for people who are less able to navigate 
digital systems requires the maintenance of phone-based and in-person channels. Help 
desks should be well-staffed to avoid long delays. 

                                                 
80 “Wyden, Brow n and Warren Urge Labor Department to Help State Unemployment Insurance Programs Transition Aw ay from 
Private Facial Recognition Contractors,” United States Senate Committee on Finance, February 15, 2022, available at 
https://www.finance.senate.gov/chairmans-news/wyden-brown-and-warren-urge-labor-department-to-help-state-unemployment-
insurance-programs-transition-away-from-private-facial-recognition-contractors. 
81 In India, though the government agency responsible for the digital identity system implemented helplines and a formal complaints 
process, only 13% of surveyed individuals w ho had faced problems in enrollment had heard about the helplines and only 1% had 
used them. Without consistent and meaningful efforts to clearly communicate about assistance and redress mechanisms in w ays 
that w ill reach more marginalized groups, these groups w ill be left w ithout access to assistance. See Sw etha Totapally et al., State 
of Aadhaar: A People’s Perspective, 2019 Edition (Dalberg 2019), available at  https://stateofaadhaar.in/download-reports.php. 
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Clearly allocate responsibilities for redress 

f. Agencies should provide clear information about how users can access technical 
assistance and redress in relation to the digital identity system they have in place. 

Suggested changes: In SP 800-63A-4, at Lines 1407–1425, add: “Agencies should also 
provide clearly-accessible and clearly-communicated information about how users 
can access assistance and redress when problems arise from identity proofing.” 

In SP 800-63B-4, add a requirement that both agencies and CSPs provide coherent, clear 
information on how to access assistance in the case of problems with authentication. 

In SP 800-63C-4, add a requirement that, to avoid redirecting users back and forth among 
RPs, IdPs, and brokers to receive technical assistance, the RP should have a 
responsibility to provide clear information about avenues for assistance when problems 
arise. 

Currently, the Guidelines place much responsibility on CSPs to communicate with users 
about assistance and redress. Responsibility should also be placed on the agencies 
providing government services to provide clear information about redress, because users 
accessing services will be most familiar with the agency and this will be their port of call. 
Individuals who are struggling to use a digital identity system to access a government 
service should be able to access clear information about redress from the agency, and not 
immediately sent to the CSP to find information. 

g. Ensure staff in agencies providing government services understand the procedures 
and avenues for technical assistance and redress, including alternative proofing 
and authentication methods. 

Suggested change: Across the documents, emphasize that staff in organizations providing 
services should have an understanding of the avenues for redress, the alternatives 
available, and the complaints procedures, within the digital identity system. Public officials 
and agency staff should receive training and have access to clear information about how 
users struggling with the digital identity system can gain access to services.  

If staff are not provided with a clear understanding of redress mechanisms and 
alternatives, this raises the risk that “officers will be unequipped to respond [to failures in 
the digital identity system] without denying citizens constitutionally protected rights and 
services.”82 In Kenya, for example, though social security recipients can use alternatives 
to fingerprint scans to authenticate their identity at government offices, less than 10% of 
beneficiaries have been offered alternatives, leading to exclusions.83 To avoid such 
situations, agencies should provide staff with training and clear processes about 
alternatives and avenues for assistance. If a user applying for unemployment benefits from 
their state is struggling to verify or authenticate their identity and goes to the state 
unemployment office for help, there should be a process and dedicated staff members in 
place who can help applicants. Agencies should also provide staff with opportunities to 
share major barriers that users face and commonly expressed grievances, as well as a 

                                                 
82 Statement by Nubian Rights Forum and others, October 2020, at: https://citizentv.co.ke/blogs/opinion-huduma-namba-to-exclude-
millions-of-kenyans-violates-court-orders-348305/. 
83 Lani Jacobs, Opportunities for Improving Digital Identification in Social Cash Transfer Programmes through Mobile: Insight from 
Kenya and Malawi (GSMA: April 2020). 
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mechanism to feed these concerns into continuous evaluation and improvement of the 
digital identity system.84 

h. Clarify the requirements placed on government agencies (as RPs) relating to 
redress processes. 

Suggested change: In SP 800-63C-4 at Lines 2115–2117, elaborate further on the 
requirement that RPs “provide mechanisms for subscribers to report inequitable 
authentication requirements and to advise them on potential alternative authentication 
strategies.” Beyond this, NIST could require agencies to maintain an accessible avenue 
for users to file complaints about problems arising from the digital identity system. 

There may be a risk of fragmentation in avenues for redress across a digital identity 
system, as the Guidelines include some requirements for CSPs to provide redress in 
relation to identity proofing (in 63A-4), some requirements on IdPs to redress problems 
such as inaccurate attribute value (in 63C-4), and separately provide for mechanisms for 
subscribers to report inequitable authentication requirements (in 63C-4). Requiring each 
CSP to create its own redress mechanism without clearly setting minimum standards 
could also lead to increased complexity for users. Clarifying and expanding the 
requirements placed on organizations providing services (state and federal agencies) 
would mitigate this risk. Agencies could, for example, have a holistic complaint mechanism 
through which users can file complaints about any stage of the digital identity system, 
including its overall design. This would be easier for users, and would also enable 
organizations to obtain information about problems with their implemented digital identity 
system. 

Oversight of redress mechanisms 

i. Establish independent oversight of redress mechanisms.  

Suggested change: NIST should encourage external (and preferably harmonized or 
centralized) assessment of the redress mechanisms within digital identity systems. 

The Guidelines appear to envisage only CSPs’ self-assessment of redress mechanisms—
such as by requiring CSPs to “assess the mechanisms for their efficacy in achieving 
resolution of complaints or problems” in SP 800-63A-4 at Line 791—but do not provide for 
any centralized oversight of how redress mechanisms are functioning. Centralized 
oversight of redress mechanisms, rather than self-assessment, is necessary to ensure 
that they are functioning and adequate, as well as to ensure continual improvement in the 
digital identity system. The UK’s Digital identity and attributes trust framework, though still 
in progress, could provide inspiration. It requires identity providers to have a process in 
place to deal with incidents, including fraud, data breach, and “service delivery, for 
example if users cannot use your product or service because it’s temporarily unavailable”. 
Providers “must have a process for managing and responding to service delivery 
incidents” which must follow industry good practice service management processes and 
the process should cover how the provider will “log, categorise, prioritise and assign 
incidents” as well as “resolve and close incidents”. It establishes a governing body, which 
will ensure that organizations within the trust framework follow the applicable rules, 

                                                 
84 Sharid Bin Shafique et al., Understanding the Lived Effects of Digital ID: A Multi-Country Study, The Engine Room (2020), 
available at 
https://digitalid.theengineroom.org/assets/pdfs/200123_FINAL_TER_Digital_ID_Report+Annexes_English_Interactive.pdf. 
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ascertain where organizations have broken the rules, and will be involved in ensuring 
redress.85  

j. Establish independent review of complaints submitted and the redress provided in 
relation to digital identity systems. 

Suggested change: A separate, independent body should be established which reviews 
the complaints submitted and the redress provided in relation to digital identity systems. 

Independent review of complaints will allow for the identification of varying standards of 
accessibility in digital identity systems, common points of failure and friction, and varying 
adequacy in rectifying problems. For the UK’s Digital identity and attributes trust 
framework, the proposed oversight body will investigate and handle complaints 
concerning digital identity and will oversee identity providers and relying parties. Identity 
service providers must have a process in place for dealing with complaints and disputes, 
but the governing body will likely be responsible for deciding how users’ complaints must 
be handled. Providers “might be asked to provide specific information as part of an 
investigation into an incident” by the governing body. Identity service providers are also 
required to submit an exclusion report to the governing body every year, which must 
include which demographics have been excluded (or are likely to be excluded) from using 
the service or product, why the exclusion happened (or could happen), and what the 
identity service provider will do to improve inclusion of its product or service.86 In the 
European Union, the EU Parliament has proposed the establishment of a European Digital 
Identity Framework Board, which will play an oversight role, as well as a complaint 
mechanism with a supervisory body.87 

 

                                                 
85 UK Department for Digital, Culture, Media & Sport and UK Department for Science, Innovation & Technology, Policy paper: UK 
digital identity and attributes trust framework alpha v1(01) (updated 11 January 2023), available at 
https://www.gov.uk/government/publications/the-uk-digital-identity-and-attributes-trust-framework/the-uk-digital-identity-and-
attributes-trust-framework. 
86 UK Department for Digital, Culture, Media & Sport and UK Department for Science, Innovation & Technology, Policy paper: UK 
digital identity and attributes trust framework alpha v1(01) (updated 11 January 2023), available at 
https://www.gov.uk/government/publications/the-uk-digital-identity-and-attributes-trust-framework/the-uk-digital-identity-and-
attributes-trust-framework. 
87 See Committee on Industry, Research and Energy, Report on the proposal for a regulation of the European Parliament and of the 
Council amending Regulation (EU) No 910/2014 as regards establishing a framew ork for a European Digital Identity, available at 
https://www.europarl.europa.eu/doceo/document/A-9-2023-0038_EN.html;  
Revision of the eIDAS Regulation – European Digital Identity (EUid), In “A Europe Fit for the Digital Age”, 
https://www.europarl.europa.eu/legislative-train/spotlight-JD22/file-eid. 
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